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Abstract

Spelling speech recognition can be applied for several purposes including enhancement of speech recognition systems
and implementation of name retrieval systems. This paper presents a Thai spelling analysis to develop a Thai spelling
speech recognizer. The Thai phonetic characteristics, alphabet system and spelling methods have been analyzed. As a train-
ing resource, two alternative corpora, a small spelling speech corpus and an existing large continuous speech corpus, are
used to train hidden Markov models (HMMs). Then their recognition results are compared to each other. To solve the
problem of utterance speed difference between spelling utterances and continuous speech utterances, the adjustment of
utterance speed has been taken into account. Two alternative language models, bigram and trigram, are used for investi-
gating performance of spelling speech recognition. Our approach achieves up to 98.0% letter correction rate, 97.9% letter
accuracy and 82.8% utterance correction rate when the language model is trained based on trigram and the acoustic model
is trained from the small spelling speech corpus with eight Gaussian mixtures.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Recently, several works on automatic speech recognition (ASR) for continuous speech have been published
in the context of either systems that rely on dictionaries [2,22] or those that can recognize out-of-vocabulary
circumstances [4,8,13,26,35]. In the situation of misrecognition and out-of-vocabulary words, a practical and
efficient solution to assist the ASR is to equip a system with a spelling speech recognition subsystem in which
users can make spelling pronunciation of a word letter by letter. Moreover, spelling speech recognition is a
challenging task with high interest for directory assistance services or other applications where a large number
of proper names or addresses are handled. Many spelling speech recognition systems were widely developed
for several languages, including English [7,16,27], Spanish [24,25], Portuguese [23] and German [3]. Most of

* Corresponding author. Tel.: +66 (0)2 5013505x2004; fax: +66 (0)2 5013505x2001.
E-mail addresses: chutimap@phuket.psu.ac.th (C. Pisarn), thanaruk@siit.tu.ac.th (T. Theeramunkong).
! Tel.: +66 (0)7 6276146; fax: +66 (0)7 6276102.

0020-0255/$ - see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/.ins.2007.06.034


mailto:chutimap@phuket.psu.ac.th
mailto:thanaruk@siit.tu.ac.th

C. Pisarn, T. Theeramunkong | Information Sciences 178 (2008) 122136 123

the existing systems assume a restricted domain by concentrating on how to retrieve the correct name from a
given name list (e.g., telephone directory) when a spelling utterance is put in. In [16], a tree-based lexical fast
match scheme that utilizes spelling speech recognition was proposed to create a shorter list of candidate Eng-
lish names from very large list. Consisting of a free letter recognizer, a fast matcher, and a re-scorer, the system
retrieved the correct name 97.6% of the time. There has recently been a number of spelling speech recognition
applications developed for some specific purposes, such as car navigation systems [7,27] with an interactive
dialog speech-driven module. In [24,25], the hypothesis-verification approach for recognizing Spanish contin-
uously spoken spelled names over the telephone was proposed. In the hypothesis stage, a set of potential letter
sequences derived from an HMM recognizer are fed into a dynamic programming (DP) alignment module. As
the result, n-best names are retrieved from the dictionary to form a dynamic grammar incorporated with ear-
lier HMMs in the verification stage. This method can retrieve names with a recognition rate of up to 89.6%
when the dictionary is composed of approximately 10,000 proper names (mostly city names). In [23], a Por-
tuguese subject-independent general-purpose system was proposed for recognizing an isolated letter over a
telephone line using HMM. For German language [3], Bauer and Junkawitsch introduced a fallback strategy
into a spelling recognition system to prevent erroneous word recognition of city names over the telephone
directory task using the HMM approach.

Although several works on Thai speech recognition have been conducted during the last few years, most of
them are limited to some specific tasks such as tone recognition [32], digit recognition [6,30,31] and isolated
speech recognition [1,10,11]. There have been few attempts [15,20] to propose a method to recognize contin-
uous speech with large-scale vocabulary. Moreover, putting these systems in practice is still far from solved.
The hindrance in broadening research in this area is a lack of a large-scale Thai speech corpus. Recently, with
the collaboration between National Electronics and Computer Technology Center (NECTEC) of Thailand
and Advanced Telecommunication Research International Institute (ATR) of Japan, a corpus named the
NECTEC-ATR Thai continuous speech corpus [12] has been developed. The corpus consists of 5131 isolated
words, 16380 sentences and 50 dialogues of hotel reservation speech. There have been several works [21,36]
using this corpus on a specific domain or under a quite limited environment. Despite some work on Thai spell-
ing speech recognition (e.g. [19,20]), the area still requires significant investigation. As an interesting domain,
spelling speech is much less complex than large-scale vocabulary continuous speech recognition since the
vocabulary is limited to the size of the Thai alphabet, thus allowing us to use information of character (letter)
sequences to guide the recognition process. Unlike other languages, there are several spelling styles in the Thai
language. A simple style is similar to spelling in English where each character is spelled phonetically with its
character pronunciation. For instance, the phonetic representation of “wun” (dog) is /h-@@4/ /m-@@0/
/z-aa0/ in the Thai Phonetic Set (TPS) notation, corresponding to /h2//m2//a2/ in the IPA notation. This
is analogous to /d-ii0/ /z-000/ [c-ii0/ for ‘dog’ IPA: Adi: / H20v Ateii) in English. The correspondence between
TPS and IPA can be found in the Appendix.

There are three more styles in Thai spelling, each introducing additional syllables to assist the listener in
clearly understanding spelling utterances. Of these four styles, the style that adds the representative meaningful
word after the pronunciation of a character is the most widely used. This paper presents an approach to recog-
nize spelling utterances of this spelling style. However, at present there is no standard corpus that we can use as a
precedent for training a spelling speech recognition system. Based on the above background, there are three
objectives of this work. The first one is to examine the possibility of applying an existing Thai continuous speech
corpus to spelling speech recognition. Although continuous speech utterances are quite different from spelling
utterances, it would be beneficial to make use of the existing Thai speech resources. The second purpose is to
investigate performance of spelling speech recognition when a relatively small spelling speech corpus is applied.
The third objective is to study the effect of using a higher-order gram (i.e., trigram) on recognition performance.

In this work, the spelling utterances are recorded in an office environment. The recognition task is per-
formed on speaker-independent and open-test basis. That is, the system is expected to recognize speech
belonging to someone whose speech is never used for training the system, and the character sequences of
the utterances being recognized are unseen beforehand.

This paper is organized as follows: In Section 2, Thai phonetic characteristics, alphabet system and spelling
methods are presented. Our Thai spelling speech recognition approach is introduced in Section 3. The exper-
imental results and analysis of spelling speech recognition are reported in Section 4. This section compares the
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recognition performance gained from two different speech corpora, i.e., a small spelling speech corpus and a
large normal speech corpus. The method that applies trigram, instead of bigram, is also evaluated, as are the
number of Gaussian mixtures. Finally, a conclusion and future work are given in Section 5.

2. Thai phonetic characteristics, alphabet system and spelling methods

This section briefly explains the Thai phonetic characteristics and alphabet. It also provides an analysis of
possible methods to spell Thai words.

2.1. Thai phonetic characteristics, alphabet system and spelling methods

Like most languages, a Thai syllable is composed of four components: (1) initial consonant, (2) vowel (3)
final consonant and (4) tone. The phonetic representation of one syllable can be expressed in the form of
/C; — VT — €/, where C; is an initial consonant, V is a vowel, C; is a final consonant and 7 is a tone which
is phonetically attached to the vowel part. Some initial consonants are consonant clusters. A consonant cluster
is a group of consonants that have no intervening vowel. In Thai, some principle consonants can be attached
with one of the phones r, / and w to form consonant clusters. Each of the formed consonant clusters has a
similar sound to the principle consonant that it is derived from. For example, the sounds of pr and p/ are sim-
ilar to that of their principle consonant p. Composed of 21 initial consonants, 17 consonant clusters, 18 vowel
phones, 6 diphthongs and 15 final consonants, the set of 77 phonetic symbols are shown in Table 1. In addi-
tion to phonetic symbols, the five phonemic tones are also listed in the table.

Normally, phones are quite different in their durations, especially those in the vowel class. In Thai language,
most vowels are arranged in short/long vowel pairs. The set of short/long vowel pairs is a-aa, i-ii, v-vv, u-uu,
e-ee, X-xXXx, 0-00, @-@W@, q-qq, ia-iia, va-vva, and ua-uua. Intuitively, these pairs are easily confusing in the
recognition process.

2.2. The Thai alphabet system

Theoretically, the Thai language has 69 letters, which can be grouped into three classes by phonetic expres-
sion, i.e., 44 consonants, 21 vowels and 4 tone markers. Some Thai consonant letters share a phonetic sound.
Therefore, only 21 consonant phones exist. On the other hand, some vowels can be combined with other vow-
els, yielding 32 possible phones. Furthermore, Thai has four tone markers for five phonemic tones (middle,
low, falling, high, rising) since the middle tone has no tone marker. However, in practice, only 18 letters in
the vowel class out of 21 are used. Therefore, 66 letters in total have been used as shown in Table 2.

Table 1
List of Thai phonetic symbols (initial consonants, vowels and final consonants) and phonemic tones
Initial consonant (C)) Vowel (V) Final consonant (C;)  Tone (7)
Base (21) Cluster (17) Base (18) Diphthong (6) Final (15) Tone (5)
p.t.ckzphthchkhb,  prphr,plphltrthrkrkhr,  aaaiiiv,ov,uuueeex, iaiiavavvauauua  pA, tA, kA, nA, mA, 0 Middle
dm,nng,r.f.s,hw,j kL khl kw,br,bLkh.fr.fldr  xx,0,00,@,@@,q,99 nA, gh, jA, WA, fA, 1 Low
IN, SN, chA, JIA, ts 2 Falling
3 High
4 Rising
Table 2

Three Thai alphabet classes: consonant, vowel and tone

Basic classes Letters in each class

Consonant (44) LU, 9,0, 0,0, 9,7, R, 9, 8,00, 0,8 N 6,000 065U, 1l, 6w,

N2,
wou.n e g 8L Ae uad
Vowel (18) 8, az,
Tone (4) a,a

),

1, 8, 8, 8, 8, 2, 9. 18, ua, 12, 81, 1o, ta. 0. 8
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Table 3

Two types of vowels

The vowels of the first type ay, a1, a, a, a, &, a, a, \a, ua, 1a, a1, la, 1a
The vowels of the second type g 8 a4

Table 4

Pronunciation methods for each alphabet class

Alphabet class Pronunciation methods

Consonant . Consonant core sound + representative word of consonant

1
2. Consonant core sound

. /s-al//r-al/ + vowel core sound

Vowel of the first type 1
2. Vowel core sound

Vowel of the second type 1. The vowel name
Tone 1. The tone marker name

2.3. Basic pronunciation of Thai alphabet and word spelling methods

There are various styles in pronouncing the Thai alphabet. The consonants can be uttered in either of the
following two styles. The first style is simply pronouncing the core sound of a consonant. The letter ‘A, for
example, has a core sound represented by the phonetic sound/k-@@0/. Some consonants share an identical
core sound. For example, ‘@, ‘@’, and ‘@’ have the same phonetic sound /kh-@@0/. In such case, the listener
may encounter letter ambiguity. To solve this issue, the second style is generally applied by uttering a core
sound of the consonant followed by the representative word of that consonant. Every consonant has a corre-
sponding representative word. For example, the representative word of the letter ‘A’ is ““a” (meaning:
“chicken”, sound: /k-al-jA/), and that of the letter ‘w’ is ‘¢’ (meaning: “egg”, sound: /kh-al-jA[). To express
the letter ‘A’ using the second style, the syllable sequence /k-@@0/+/k-al-jA/is uttered.

Pronunciation of a vowel letter depends on the vowel type. There are two different types of vowels. The first
type can be pronounced in two alternative ways. One way is to pronounce the word “ass” (meaning: “vowel”,
sound: /s-al//r-al/), followed by the core sound of the vowel. The other is to simply pronounce the core sound
of the vowel. The second type can be pronounced by speaking their names. The vowel letters of both types are
listed in Table 3. As the last class, tone markers are pronounced by speaking their names. Table 4 summarizes
the pronouncing methods stated above.

Spelling a word is to utter each individual letter in the word sequentially. Spelling is a combination of pro-
nouncing each letter in the word. There are four commonly used spelling methods in Thai. For all methods,
the vowels of the second type and tones are pronounced by speaking their names. The differences among the
methods are in spelling a consonant and a vowel of the first type. To investigate the concept of spelling speech
recognition using HMM models, this paper focuses on the first spelling method, which is the most prevalent
method in Thai spelling. In this method, the representative word of a consonant is pronounced after its core
sound, and a vowel of the first type is pronounced by uttering the word “‘&sz” (sound: /s-al//r-al/) and then
the core sound of the vowel.

3. Thai spelling speech recognition approach

In this work, HMMs are employed as an engine for recognizing a continuous spelling utterance. As a sta-
tistical approach, the HMM is widely used in speech recognition research, especially for continuous speech
since it has the capability to capture and handle a set of continuous data [37]. Fig. 1 illustrates our HMM-
based ASR system, which consists of two major components: the language model and the acoustic model.

In general, the language model can be formulated as a rule-based model or a statistical model. In a speech
recognizer for a limited vocabulary environment, the language model can be coded as a set of simple rules. The
larger the scope, the harder it is to write a complete set of rules that covers all probabilities. In such situation, a
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Fig. 1. Typical ASR framework.

statistical model, such as n-gram, can be applied. In Thai language, applying n-gram, especially bigram, can
help to constrain the recognition model by pruning a lot of impossible pairs of contiguous characters. For
example, a front vowel (a vowel that appears at the beginning of a syllable) cannot be followed by any front
vowel or non-front vowel. For example, the front vowel letter ‘¢’ cannot follow the front vowel ‘L’ to form 41"
and the non-front vowel “1 cannot follow the front vowel I’ to form “i11’. The set of front vowels are
0, w1, UL while the set of non-front vowels are (&, ‘ay’, ‘av, &, ‘@, &, ‘", “a’, ‘@, ‘&, ‘&’,*8"}. Superior to a
rule-based model, an n-gram can also help us make a soft decision to determine the most probable successor
letter of a given letter. Usually, the larger n is the stronger constraint we have, but we need more training
examples to have a reliable estimation.

For the acoustic model, the conventional phone-based HMMs are used to represent phones; one acoustic
model for one phone. A series of features extracted from input speech waveform are used to compute prob-
abilities of an acoustic model. The two main parameters that characterize a model are transition probability
(a;) and emission probability (b(0)) where i and j are any states and o is the observation feature. Training of
the acoustic model is performed to assign optimal values to model parameters. To obtain the most plausible
hypothesis sequence of letters given a spelling utterance in the domain of spelling speech recognition, it is nec-
essary to search among all possibilities for the letter sequence with the maximum probability. Theoretically the
probability of a letter sequence is derived from the product of acoustic probability and language probability.
The latter indicates the probability of how often the letter sequence is generated. Setting a weight between
these two different probabilities varies the recognition result. As a common method [37], the weight w can
be set in the calculation of emission probability b(0) based on Gaussian approach as shown in the Eq. (1).
Here, it is possible to introduce a Gaussian mixture of multiple probability models to the emission probability.

b(0) = [Z CimN (0; Him> Z)] (1)

Jm

where w is the weight, M is the number of mixture components in state i, R(0; 1, > ,,) is a multivariate
Gaussian with the mean u and covariance matrix > (for details, see [37]). Applying a small weight
(w < 1.0) lowers the emission probability and then makes the recognition decision more dependent on lan-
guage probability (e.g., the bigram p(*v’|'n’) and p(‘¢’[*n’) in Fig. 2).

Training the system requires two kinds of corpora; a speech corpus for learning the acoustic model and a
text corpus for training the language model. Constructing a speech corpus is a time-consuming task, while it is

easy to acquire a large-scaled text corpus for spelling purpose. In Thai, there is no public speech corpus of
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Fig. 2. State transition when the speech is recognized as “fAg” or “AN”.

spelling utterances available, but we have a well-known corpus of general speech utterances called the NEC-
TEC-ATR corpus [12]. So two alternative approaches to learn the acoustic models are (1) to reuse the existing
general speech corpus for spelling speech recognition and (2) to construct a corpus of spelling utterances. In
the former, we need to consider the difference in utterance speed between normal speech and spelling speech.
Starting from scratch, the latter consumes a lot of time and labor in creating a large corpus. With limited
resources, we may use a small-scaled spelling speech corpus instead. In this work, these two approaches are
compared and evaluated.

A text corpus is used as a source for assigning probabilities to letter sequences to train the language model
for spelling speech recognition. Compared to speech data, text data are much easier to obtain. Moreover, dif-
ferent approaches may be suitable for different domains of spelling speech recognition. For example, if a
domain is limited to a small set of some proper names, a language model can be trained from that set and
the system can yield high accuracy. As a more flexible domain, a general recognizer, which accepts any spelling
utterance, usually needs a larger text corpus. However, the larger the text corpus for training is, the more
ambiguity the system has to cope with. In this work, both limited and flexible domains are investigated as
shown in the next section.

4. Experimental results and analysis of spelling speech recognition

To evaluate the performance of the proposed Thai spelling speech recognition approach, four experiments
are conducted. The first experiment is to adjust the ratio weight parameter between acoustic and language
models in our spelling speech recognizer. Both spelling speech and normal continuous speech corpora are
explored in this experiment. The second experiment is to investigate recognition performance gained when
the speed of utterances in the continuous speech corpus are adjusted before using them as the training mate-
rial. The third experiment is performed to evaluate the method using trigrams, compared to bigrams as the
language model. The last experiment is performed to investigate the effect of the number of mixtures on
the recognition performance.

4.1. Experimental environment

Two alternative speech corpora are provided as training sets in the experiments. One is a small set of Thai
spelling utterances collected from six subjects (three males and three females) by assigning them to spell 150
proper names, resulting in 900 utterances in total. We denote this set as SPELL. The other is a large set of
3900 Thai speech utterances gathered from five males and five females (390 utterances each). Denoted as
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NECTEC-ATR, the corpus is part of the NECTEC-ATR corpus [12], which contains normal continuous Thai
speech utterances, not spelling utterances. For both corpora, the subjects are requested to spell naturally with
a prepared script. To construct the test utterances, another six subjects (three males and three females) are
requested to spell 136 proper names, consisting of shop names, company names and person names. The
150 spelled proper names of the training set (SPELL) are different from the 136 spelled proper names of
the test set. For the training set, the number of characters is 1122, the average number of letters per name
is 7.48, and the number of phonemes is 7665. For the test set, the number of characters is 1149, the average
number of letters per name is 8.45, and the number of phonemes is 6654. Each spelling utterance is a contin-
uous speech. However, a short pause between two letters may occur in some parts of the utterance due to the
nature of spelling. The speech signals are digitized with a 16-bit A/D converter under the frequency of 16 kHz.
The feature vector we applied is the widely used 39-PLP-feature vector that consists of 12 PLP coefficients and
the 0-th coefficient, as well as their first and second order derivatives. The PLP (Perceptual Linear Predictive)
feature is set to imitate the behavior of the human ear, and is more robust in speaker-independent conditions
with computational efficiency and compact representation [9].

More precisely, the experiments are performed under three different domains; closed-type, opened-type and
mixed-type language models. The closed-type language model, henceforth called LM1, is constructed from the
test transcription, i.e. the 136 proper names. The opened-type model, later denoted by LM3, is trained by a
holdout corpus not being used as the test transcription. In this experiment, as the holdout corpus, we use
5971 location names including Thai provinces, districts and sub-districts. The mixed-type model, denoted
by LM2, is generated from the combination of the test transcription and the holdout corpus, i.e., 136 proper
names plus 5971 location names.

The HTK toolkit [37]is used as the recognition engine in the experiments. The acoustic model used is a set of
phone-based HMMs, each of which represents an individual phone. They are context-independent in the sense
that the recognition of a phone in an utterance is independent of its preceding and following phones. To imple-
ment the HMMs with continuous observations, the two important factors, i.e., the model topology and the
number of mixtures, are considered. For the model topology, a phone model is set to a three-state left-to-right
model without skip in all experiments. The first experiment finds the optimal weights in cases of SPELL and
NECTEC-ATR respectively when the number of mixtures is set to 1. The second experiment examines the rec-
ognition performance when the utterance speed of the NECTEC-ATR corpus is adjusted. The third experiment
investigates the recognition performance when trigram is applied instead of bigram. The last experiment
explores the performance when the number of mixtures ranges between 4 and 16, in both bigram and trigram
models. The more mixtures we have in this experiment, the better predictive model we will obtain. However, a
higher-mixture models leads to an over-fitting problem and needs more computational time for training.

Due to the length limitation of this paper, only the results of LM2 are displayed in all experiments since the
LM2 is considered to be the most natural environment. Generally, LM1 gains the highest performance and
LM3 usually obtains a similar figure as LM2 but slightly lower. More detail can be found in [18].

In our experiment, it was observed that the set of phonetic units in SPELL and that in NECTEC-ATR are
not exactly identical. The former has fewer phones than the latter due to the limited number of possibilities in
spelling utterances compared to normal utterances. Table 5 illustrates the list of phonetic units in each corpus.
In the case of vowels, the number in parentheses denotes the possible tone expansions of the vowel. For exam-
ple, “a(0 — 4)”” means the vowel ‘@’ occupies all five possible tones, that is 0 (middle), 1 (low), 2 (falling), 3
(high) and 4 (rising).

Following the standard evaluation, the recognition performance is usually evaluated in terms of word cor-
rection rate (WCR) and word accuracy (WA). However, since the task concerned is the spelling speech rec-
ognition (neither normal speech recognition nor word recognition), the original definitions of word
correction rate and word accuracy are modified to letter correction rate (LCR) and letter accuracy (LA),
respectively. The LCR is defined as the ratio of the number of correct letters to the total number of letters.
Slightly different from the LCR, the LA is the ratio of the subtraction of the number of incorrectly inserted
letters from the number of correct letters, to the total number of letters. It is obvious that the LA measure is
more restrictive than the LCR measure. The following equations define LCR and LA. Here, H is the number
of correctly recognized letters, [ is the number of incorrectly inserted letters, and N is the total number of
actual letters.
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Table 5
Acoustic units existing in SPELL and NECTEC-ATR
Part SPELL (72) NECTEC-ATR (195)
Ini-Cons b, ¢, ch d f, h j k kh khw, I, m, b, bl, br, ¢, ch, d, dr, f, i, fr, h, j, k, kh, khl, khr, khw,
n, ng, p, ph, pl, r, s, t, th, tr, w, z ki, kr, kw, I, m, n, ng, p, ph, phl, phr, pl, pr, r, s, t, th,
thr, tr, w, z
Vowel @@(0,4), a(0-4), aa(0-1,3-4), el, ee(0-1), i(0-1,4), @(0-4), @@(0-4), a(0-4), aa(0-4), e(0-4), ee(0-4),
ii(0,4), 0(0,3), 00(0,2), qq0, u(1,4), uu(0,2-4), i(0-4), ial, ii(0-4), iia(0-4), 0(0-4), 00(0-4), q(0-3),
uua3, v(1-3),000, vva(0,4), xxx(0,4) qq(0-4), u(0-4), uu(0-4), uua(0-4), v(0-4), vv(0-4),
wa(0,4), x(0-4), xx(0-4)
Fin-Cons chA, jA, kN, mA, nA, ngh, pA, tA, WA, chi, A, JA, JIN, KN, IN mA, nA, ngh, pA, sA, A, tSA wA
. H
Letter correction rate (LCR) = i (2)
H-1
Letter accuracy (LA) = —N (3)

In addition to LCR and LA, another measure called utterance correction rate (UCR) is also defined to explore
how much better the approach can recognize the whole spelling utterance. It is formulated as follows: H, is the
number of correctly recognized utterances, and N, is the total number of utterances. Note that one utterance
corresponds to one word spelled.

, Hy
Utterance correction rate (UCR) = N (4)

4.2. Adjustment of the ratio weight between the acoustic and language models

This section shows the results of investigating the optimal ratio weights when the training speech corpus is
either SPELL or NECTEC-ATR. In principle, the ratio weight defines the importance ratio between the
acoustic and language models. Using SPELL as the training data, the acoustic model of the phone-based
HMMs for Thai spelling speech recognition is trained by a relatively small corpus of 900 spelling utterances.
The HMM used is a three-state left-to-right model without skip, with one Gaussian mixture. The applied lan-
guage model is a bigram model, encoding the occurrence probability of letter pairs. The numbers of bigrams
for opened-type and mixed-type models are 1614 and 1656, respectively. In this experiment, ratio weight is
varied from 0.05 to 1.0 in order to find the most effective value. The result is shown in Fig. 3. The smaller
the weight is, the less important role the acoustic model plays compared to the language model. The lower-
right graph in the figure indicates 100-LA, which means the error rate.

The result shows that the weight of 0.2 achieves the best result. This fact indicates that the language model
plays a more important role in gaining high performance than the acoustic model. This result is reasonable
since the language model in spelling speech recognition is more limited than in general speech recognition.
For example, in the case of using bigrams as the language model, the number of possible letter pairs is much
smaller than the number of possible word pairs. The closed-type language model (LM1) achieves higher per-
formance than the others, i.e., 93.4% LCR, 92.5% LA, and 53.3% UCR. The mixed-type model (LM?2) obtains
89.9% LCR, 89.1% LA, and 37.6% UCR. Even with the hardest problem, the recognition performance of the
opened-type model (LM3) is slightly lower than the result of the mixed-type model (LM2), i.e., 88.4% LCR,
87.6% LA, and 32.7% UCR, respectively.

In the case of NECTEC-ATR, the experiment is set up similar to the SPELL experiment. The result indi-
cates that an optimal weight is located approximately between 0.1 and 0.2. However, the weight of 0.1 is
selected for further exploration since it gains better performance than the weight of 0.2 in most cases. In this
case, the system achieves 93.1% LCR, 92.9% LA, and 55.9% UCR for LM1 (closed-type), 85.7% LCR, 85.3%
LA, and 27.6% UCR for LM2 (mixed-type), and 84.0% LCR, 83.3% LA, and 20.3% UCR for LM3
(opened-type). Compared to the results of SPELL (Fig. 3), the recognition performance employing NEC-
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Fig. 3. Recognition performance for several weights (training with SPELL) (upper left = LCR, upper right = LA, lower left = UCR,
lower right = (100-LA)).

TEC-ATR is worse in both LM2 and LM3, even though it is a larger corpus. Two possible reasons are (1)
phone sequence and (2) utterance speed. For the former, spelling utterances in Thai usually have similar phone
sequences since Thai spelling has fixed patterns as shown in Section 2. For the latter, the utterance speeds of a
normal utterance and a spelling utterance are quite different. Although it is hard to provide solutions to the
first problem, speed adjustment may be useful for the second problem as shown in the next section.

4.3. Duration adjustment for the NECTEC-ATR corpus

This section describes the experiments of adjusting utterance speed in the continuous normal speech corpus.
A simple preliminary analysis shows that the utterance speed of a continuous speech and that of a spelling
speech are quite different. Therefore, when we use normal continuous speech utterance to train a model for
recognizing a spelling speech utterance, we may consider speed compensation to improve the recognition
performance.

To this end, we measure the utterance speeds of both corpora by calculating the number of phones per sec-
ond. To obtain this measurement, all utterances are automatically aligned yielding the information of phones
and their durations. The acquired alignment information is then used to calculate the average speed of the
utterances. At this step, we remove the silence and short pause duration from the total utterance duration
and then divide the resultant duration by the number of phones. As the result, the spelling utterances are
approximately 1.53 times slower than the NECTEC-ATR utterances. To compensate for this duration differ-
ence, the timing stretching method [5,17,33,34] is used. The method stretches a speech signal by preserving
pitch and auditory features of the original signal. In the experiment, the original speech signals are stretched
with three scaling factors; 1.25, 1.43 and 1.67 times. These three sets of stretched speech signals are used for
training the system to recognize the spelling utterances. The results are compared with the system using the
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Table 6
Performance comparison between the stretched utterances of three scaling factors, the original utterances (baseline=1.00ATR) and the
spelling utterances

Type of speech corpus

1.00ATR 1.25ATR 1.43ATR 1.67ATR SPELL
(w=0.1) (w=0.1) (w=0.1) (w=0.1) (w=0.2)
LCR 85.7 87.4 71.5 85.4 89.9
(+1.7, +11.9%) (—8.2, —=57.3%) (—0.3, —2.1%) (+4.2, +29.4%)
LA 85.3 87.2 76.9 85.2 89.1
(+1.9, +12.9%) (—8.4, —=57.1%) (—0.1, —0.7%) (+3.8, +25.9%)
UCR 27.6 31.3 12.1 25.0 37.6
(+3.7, +5.1%) (—15.5, —21.4%) (—2.6, —3.6%) (+10.0, +13.8%)

original speech utterance (1.00ATR), the baseline, as shown in Table 6. They are denoted by 1.25ATR,
1.43ATR and 1.67ATR. Furthermore, the result of using the spelling corpus (SPELL) is also given for com-
parison. To clarify the performance evaluation in this and later experiments, we use two measures called error
reduction (ER) and error reduction rate (ERR). The former is calculated by subtracting the error of the base-
line from the error of the proposed method and the latter is derived by dividing the obtained result (ER) by the
error of the baseline. In Table 6, two numbers in each bracket are ER and ERR. Here, the baseline used is
1.00ATR. Due to length limitation, only the results of LM2 are provided.

The result shows that the recognition using the 1.25-times-stretched training utterances (1.25ATR) yields
the best performance, compared with those of 1.43ATR and 1.67ATR. It was noted that stretching an utter-
ance causes a distortion in the original utterance. The more an utterance is stretched, the more distorted utter-
ance we obtain. From the result, the 1.25ATR achieves higher LCR, LA and UCR. It gains up to 87.4% LCR,
87.2% LA and 31.3% UCR, which are 11.9%, 12.9% and 5.1% ERR over the baseline (1.00 ATR),
respectively.

In comparison of 1.25ATR against SPELL, an acoustic model created from the adjusted NECTEC-ATR, a
larger corpus, cannot outperform SPELL. This result implies that even if we apply a larger corpus of general
continuous speech utterances for training an acoustic model, we cannot gain higher performance since general
speech utterances and spelling utterances are quite different in their acoustic characteristics.

4.4. Exploiting trigram language models

In this experiment, first we calculate the perplexity of a language model against unseen test data in order to
evaluate how predictive the model is. Similar to entropy, perplexity indicates the level of ambiguity [37]. Low
perplexity of a language model means that the model is more predictive. In speech recognition, a language
model with low perplexity on the test data tends to achieve better recognition performance, although it is
not guaranteed [28]. In our corpus settings, the perplexity of the bigram model is calculated with results of
6.52, 25.41 and 23.96 for the closed-type, the mixed-type and the opened-type domains, respectively. They
are 2.12, 12.80 and 18.71 for the trigram model. This implies that the trigram model is more predictive than
the bigram model and should obtain better performance. Moreover, the distinct number of names used for
training language models in the opened-type and mixed-type domains is merely 136. Therefore, the mixed-type
and opened-type will obtain a similar figure of perplexity. It is also possible to get a result that may be contrary
to our intuition, such as that we gain higher perplexity for mixed-type than the opened-type for the bigram
model. We also investigate how the trigram model performs in spelling speech recognition and compare it
to the bigram model. The models of the three training corpora; SPELL, 1.00ATR, and 1.25ATR are explored.
The recognition performance is shown in Table 7. Here, the numbers in each bracket are bigram performance,
ER (performance gap between bigram and trigram) and ERR.

The result indicates that the trigram model achieves higher performance than the bigram model. The LCR
results are 93.1%, 90.5% and 91.1% for the SPELL, the 1.00ATR and the 1.25ATR, which are 31.7%, 33.6%
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Table 7
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Recognition rate using the trigram model (the numbers in each bracket = bigram performance, ER, ERR)

Type of speech corpus

SPELL 1.OOATR 1.25ATR
LCR 93.1 90.5 91.1

(89.9, +3.2, +31.7%) (85.7, +4.8, +33.6%) (87.4, +3.7, +29.4%)
LA 92.5 89.8 90.8

(89.8, +2.7, +26.5%) (85.3, +4.5, +30.6%) (87.2, +3.6, +28.1%)
UCR 54.0 4738 50.3

(37.6, +16.4, +26.3%)

(27.6, +20.2, +27.9%)

(31.3, +19.0, +27.7%)

and 29.4% ERR over the bigram performance, respectively. Moreover, the LA results are 92.5%, 89.8% and
90.8% for the SPELL, the 1.00ATR and the 1.25ATR, which are 26.5%, 30.6% and 28.1% ERR over the
bigram performance, respectively. For the UCR result, the ERR are 26.3% (SPELL), 27.9% (1.00ATR)
and 27.7% (1.25ATR). In conclusion, the trigram performs approximately 26-34% better than the bigram.

4.5. Exploring the effect of the number of mixtures in acoustic models

This section shows the exploration result of the number of Gaussian mixtures in acoustic models. The
focused training corpora are 1.25ATR and SPELL since they obtained better performance in the previous
experiments. With the mixed-type bigram and trigram language models, the number of Gaussian mixtures
is explored in the range of 1 and 16. The results are shown in Table 8. Here, the baseline is the result of
one Gaussian mixture.

The numbers in each bracket illustrate performance improvement over one Gaussian mixture (the baseline).
For all conditions (bigram vs. trigram and 1.25ATR vs. SPELL), the model of 8 Gaussian mixtures achieves
the best result. In the case of the trigram language model and the acoustic model trained by the SPELL corpus,

Table 8

Performance results of 1, 4, 8 and 16 Gaussian mixtures

Mixture SPELL (weight 0.2) 1.25ATR (weight 0.1)
LM2 Tri-LM2 LM2 Tri-LM2
1 LCR 89.9 93.1 87.4 91.1
LA 89.1 92.5 87.2 90.8
UCR 37.6 54.0 313 50.3
4 LCR 96.6 97.9 91.1 93.7
(+6.7, +66.3%) (+4.8, +69.6%) (+3.7, +29.4%) (+2.6, +29.2%)
LA 96.3 97.7 91.0 93.6
(+7.2, +66.1%) (+5.2, +69.3%) (+3.8, +29.7%) (+2.8, +30.4%)
UCR 71.7 82.1 41.5 59.7
(+34.1, +54.6%) (+28.1, +61.1%) (+10.2, +14.8%) (+9.4, +18.9%)
8 LCR 97.1 98.0 91.9 94.2
(+7.2, +71.3%) (+4.9, +71.0%) (+4.5, +35.7%) (+3.1, +34.8%)
LA 97.0 97.9 91.9 94.1
(+7.9, +72.5%) (+5.4, +72.0%) (+4.7, +36.7%) (+3.3, +35.9%)
UCR 77.1 82.8 46.0 61.6
(+39.5, +63.3%) (+28.8, +62.6%) (+14.7, +21.4%) (+11.3, +22.7%)
16 LCR 95.4 96.4 91.5 94.1
(+5.5, +54.5%) (+3.3, +47.8%) (+4.1, +32.5%) (+3.0, +33.7%)
LA 95.1 96.2 91.5 94.0
(+6.0, +55.0%) (+3.8, +49.3%) (+4.3, +33.6%) (+3.2, +34.8%)
UCR 61.4 70.1 42.5 61.3

(+23.8, +38.1%)

(+16.1, +35.0%)

(+11.2, +16.3%)

(+11.0, +22.1%)
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it gains up to 98.0% LCR, 97.9% LA and 82.8% UCR which are 71.0%, 72.0% and 62.6% ERR over the base-
line. With the bigram language model and the acoustic model trained by the SPELL corpus, the results are
97.1% LCR, 97.0% LA and 77.1% UCR which are 71.3%, 72.5% and 63.3% ERR over the baseline. In the
cases of the 1.25ATR corpus, the models of 8 Gaussian mixtures also outperform the model of 1 Gaussian
mixture. The trigram language model obtains 94.2% LCR, 94.1% LA and 61.6% UCR which are 34.8%,
35.9% and 22.7% ERR. The bigram language model 91.9% gains LCR, 91.9% LA and 46.0% UCR, which
correspond to 35.7%, 36.7% and 21.4% ERR.

5. Conclusion

This paper presented a detailed analysis of Thai spelling in order to develop a spelling HMM-based recog-
nizer. Starting with an analytical introduction to the four methods for spelling Thai words, we proposed an
HMM-based approach to recognize spelling utterances when the most common spelling method is used. Lack-
ing a Thai spelling corpus, a small corpus (SPELL) was constructed to investigate our spelling speech recog-
nition approach. As an alternative, we reused the existing Thai continuous speech corpus (NECTEC-ATR) in
order to investigate the performance of recognizing spelling utterances using a larger set of Thai continuous
speech utterances. Even though the experiments were performed under three different domains; closed-type,
opened-type and mixed-type language models, the results of the mixed-type domain are focused since it
was the most natural environment. For all experiments, the ratio weight of the acoustic model to the language
model was adjusted to gain the optimal results. It was set to 0.2 and 0.1 for SPELL and NECTEC-ATR
respectively, as tests showed these values yielded the best performance. A small ratio weight sets the language
model to be more important than the acoustic model. It was found that the recognition rate using NECTEC-
ATR was worse than SPELL due to the speed difference between these two kinds of speech corpora. Compar-
ing the result of SPELL to that of NECTEC-ATR, the error reduction rates (ERRs) in the letter correction
rate (LCR), the letter accuracy (LA) and the utterance correction rate (UCR) were 29.4%, 25.9%, and 13.8%,
respectively.

By adjusting the utterance speed, it was possible to improve the recognition performance, but this still
resulted in a lower performance than the methods using the small spelling corpus. Comparing the best
speed-adjusted corpus (1.25ATR) against the original corpus (1.00ATR), the ERRs in LCR, LA and UCR
were 11.9%, 12.9% and 5.1%, respectively. The results were lower than the error reductions of SPELL. It
was hard to gain higher performance since general speech utterances and spelling utterances were quite differ-
ent in their acoustic characteristics, even adjusting the utterance speed.

The trigram model was investigated as an alternative of the bigram language model. With small perplexity,
the trigrams could improve the recognition rate over the bigrams in every type of training corpora; SPELL,
1.00ATR, 1.25ATR, especially for the mixed-type language model. The error reduction rates in LCR, LA and
UCR range between 26% and 34%. The effect of the number of Gaussian mixtures in acoustic models was also
investigated and compared with the results of one-Gaussian-mixture model. For all conditions (bigram/tri-
gram and 1.25ATR/SPELL), the model of 8 Gaussian mixtures achieved the best result. For SPELL as the
training corpus, the error reduction rate was up to 60-70%, compared to one Gaussian mixture. For
1.25ATR, we obtained even lower performance: the LCR, LA and UCR error reduction rate of approximately
20-35%. The best performance among all experiments was 98.0% LCR, 97.9% LA and 82.8% UCR, under the
condition of the SPELL training corpus, 8-Gaussian-mixture model and the trigram model.

As our internal investigation, we found that letter substitution was the main source of the errors. The errors
mostly came from the confusion of similar consonantal and vowel phones as well as the confusion between the
pairs of short and long vowels in the spelling of those letters. As for further works, it is necessary to study
techniques to recognize all possible four spelling methods simultaneously and explore a method to incorporate
spelling speech recognition into the conventional speech recognition.
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Appendix. Thai phonetic set (TPS)

The Thai phonetic set (TPS) used in this paper is referred from [29]. In order to clarify the notation, we
compare the TPS with the IPA (the International Phonetic Alphabet), the notation widely used for the
transcription of English and many other languages. The following shows the mapping between TPS and
IPA [14].

Initial consonant Vowel Final consonant
Base Cluster Base Diphthong TPS IPA
TPS IPA TPS IPA TPS IPA TPS IPA

P p pr pr a a ia i PA p
t t phr phr aa a iia i tA t
c te tr tr i i va kN k
k k kr kr ii i vva nA n
z khr khr v ua u mA m
ph ph pl pl vY uua u ngA

th th phl phl u u JA ]
ch tch thr thr uu u WA W
kh kh kil kl e e N f
b b khl khl ee e IN 1
d d kw kw X g SA s
m m khw khw XX g chA teh
n n br br 0 0 JIN p
ng bl bl 00 o AYA t

/ 1 fr fr @

r r fl fl @@ Tone

f f dr dr q Y 0 Middle

S S qq Y 1 Low

h h 2 Fall

w W 3 High

j ] 4 Rising
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