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Abstract. Spelling recognition has been used for several purposes, such as en-
hancing speech recognition systems and implementing name retrieval systems. 
Tone information is an important clue, in addition to phones, for recognizing 
speeches in tonal languages. In this paper, we present a method to improve ac-
curacy of spelling recognition in Thai, a tonal language, by incorporating tone-
related acoustic features to a well-known front-end feature named Perceptual 
Linear Prediction Coefficients (PLP). The proposed method makes use of three 
kinds of tone information: fundamental frequency (pitch), pitch delta and pitch 
acceleration, to enhance the original features. Compared to the baseline result 
gained from the original feature, our HMMs-based recognition model shows 
improvement of 1.73%, 2.85% and 3.16% of letter accuracy for close-type, 
mix-type and open-type language models, respectively. 

1   Introduction 

Spelling recognition is one of specific speech recognition tasks the scope of which 
is the domain of recognizing spelled utterances. Not only applied to assist a tele-
phone directory system, a spelling recognition system can also be a practical way to 
enhance a speech recognition system. Normally, when the system cannot predict a 
word due to an out-of-dictionary word or signal distortion, it should request the user 
to spell out the word in order to recognize it. Several works on spelling recognition 
have widely been developed for many languages such as English [1], German [2, 3] 
Spanish [4] and Portuguese [5]. Most of them concentrated on how to retrieve a 
correct name from a telephone directory using various techniques. Unlike spelling 
in other languages, Thai spelling has special characteristic in the sense that one can 
spell Thai in several ways. In the past, there were few works on Thai spelling rec-
ognition [6].  

Like Chinese, Vietnamese and some oriental language, Thai is a tonal language. 
For those tonal languages, tone information can be considered as a potential source 
in improving recognition rate. As an early stage of tonal-language speech recogni-
tion, several methods have been proposed to use tonal characteristics in speech 
recognition in both isolated and continuous speech of Mandarin and Cantonese 
[7-9]. Some works [8-11] indicated that these tonal characteristics were very helpful 
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in increasing speech recognition. In [8], Chen proposed a method to incorporate 
pitch information of only the main vowels of some syllables into feature vectors. 
The result showed dramatic reduction in word recognition error rate when demi-
syllable pitch information was applied to the conventional method. Instead of using 
syllables as processing units, Chang [9] decomposed a syllable into two parts; syl-
lable initial and syllable final as basic acoustic processing units. The basic acoustic 
units with a same phoneme but different tones are treated as different phonemes. 
The pitch information and its first-order and second-order derivatives are smoothed 
and then applied to feature vectors. However, this work limited the experiments to 
the evaluation based on individual gender. As another work, Wong [11] reported 
that the integration of tone-related information, such as frame energy, probability of 
voicing and pitch period, in addition to its derivatives to the feature vector could 
reduce Chinese speech syllable error rate. For Thai [12], by incorporating tone fea-
tures, i.e. fundamental frequency (pitch), pitch delta and pitch acceleration, the 
accuracy of Thai continuous speech recognition has been improved. Unfortunately, 
so far there has been no work related to exploiting tone information in spelling 
recognition. 

In this work, to improve accuracy of spelling recognition, we propose a method to 
incorporate tone information to the classical front-end feature vector. All experiments 
are performed based on three environments (i.e. close, mix, open) of bigram language 
model. This paper is organized as follows. In section 2, Thai phonetic characteristics, 
alphabet system and spelling methods are presented. Section 3 describes the pitch 
extraction method. The spelling recognition framework with tone incorporation is 
introduced in section 4. The experimental results and analysis of spelling recognition 
are reported in section 5. Finally, a conclusion and some future works are given in 
Section 6. 

2   Thai Phonetic Characteristics, Alphabet System and Spelling 
Methods 

2.1   Thai Phonetic Characteristics  

Like most languages, a Thai syllable can be separated into three parts; (1) initial 
consonant, (2) vowel and (3) final consonant. The phonetic representation of one 
syllable can be expressed in the form of /Ci-V

T-Cf/, where Ci is an initial consonant, 
V is a vowel, Cf is a final consonant and T is a tone which is phonetically 
attached to the vowel part. Some initial consonants are cluster consonants. Each of 
them has a phone similar to that of a corresponding base consonant. For example, 
pr and pl, are similar to their corresponding base consonant p. In the vowel part, 
there are 18 vowel phones and 6 diphthongs. Following the concept in [12], 
there are totally 76 phonetic symbols and 5 tone symbols in Thai, as shown in 
Table 1.  
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Table 1. Phonetic symbols grouped as initial consonants, vowels, final consonants and tones 

Initial Consonant (Ci) Vowel (V) 

Base Cluster Base Diphthong 

Final  
Consonant 

(Cf) 
Tone (T) 

p,t,c,k,z,ph,
th,ch,kh,b,d
,m,n, 
ng,l,r,f,s, 
h,w,j 

pr,phr,pl,phl
,tr,thr,kr,khr
,kl,khl,kw,kh
w,br,bl,dr,fr
,fl 

a,aa,i,ii, 
v,vv,u,uu,e,e
e,x,xx,o,oo,
@,@@, 
q,qq, 

ia,iia,va, 
vva,ua,uua 

p^,t^,k^,n^,
m^,n^,g^,j^,
w^,f^,l^,s^,c
h^,jf^, ts^ 

0 Mid 
1 Low  
2 Falling 
3 High 
4 Rising 

2.2   Pronunciation of Thai Alphabet  

In Thai language, there are 66 commonly used letters as shown in Table 2. These 
letters can be grouped into three alphabet classes by phone expression, i.e., consonant, 
vowel and tone. There are various styles in pronouncing Thai alphabet. An alphabet in 
each alphabet class may have more than one pronunciation styles. The consonantal 
letters can be uttered in either of the following two styles. The first style is simply 
pronouncing the core sound of a consonant. For example, the consonantal letter ‘ก’, its 
core sound can be represented as the phonetic sound /k-@@0/. Normally, some con-
sonants share a same core sound. For example, ‘ค’, ‘ฅ’, and ‘ฆ’ have the same 
phonetic sound /kh-@@0/. In such case, the hearer may encounter with letter ambigu-
ity. To solve this issue, the second style is generally applied by uttering a core sound 
of the consonant followed by the representative word of that consonant. Every conso-
nant has its representative word. For example, the representative word of the letter ‘ก’ 
is “ไก” (meaning: “chicken”, sound: /k-a1-j^/), and that of the letter ‘ข’ is “ไข” (mean-
ing: “egg”, sound: /kh-a1-j^/). To express the letter ‘ก’ using this style, the syllable /k-
@@0/+/k-a1-j^/ is uttered.  

Table 2. Thai alphabets: consonants, vowels and tones 

Basic Classes  Alphabets in each class 

Consonant (44) , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , ,

First-type vowel (14) , , , , , , , , , , , , ,
Second-type vowel (4) , , ,
Tone (4) , , ,

 

Expressing letters in the vowel class is quite different from that of the consonant 
class. There are two types of vowels. The first-type vowels can be pronounced in two 
ways. One is to pronounce the word “สระ” (meaning: “vowel”, sound: /s-a1//r-a1/), 
followed by the core sound of the vowel. The other is to simply pronounce the core 
sound of the vowel. On the other hand, for the second-type vowels, they are uttered 
by calling their names. As the last class, tone symbols are always pronounced by 
calling their names. Table 3 concludes how to pronounce a letter in each alphabet 
class. 



 Improving Thai Spelling Recognition with Tone Features 391 

 

Table 3. Pronouncing methods for each alphabet class 

Alphabet Class Pronouncing Methods 
1. the core sound of the consonant  + representative word of 
the consonant 

Consonant 

2. the core sound of the consonant 
1. /s-a1//r-a1/ + the core sound of the vowel First-type vowel 
2. the core sound of the vowel  

Second-type vowel 1. the name of the vowel 
Tone 1. the name of the tone 

2.3   Thai Word Spelling Methods 

Spelling a word is to utter letters in the word one by one in order. We can refer to 
spelling as a combination of the pronunciation of each letter in the word. In [6], Thai 
spelling methods were analyzed into four spelling styles. In this paper, we focus on 
one of the most frequently used spelling methods. In this method, for consonant letter, 
we pronounce only a consonant core sound. While the first-type vowel is pronounced 
as /s-a1//r-a1/ and then a vowel’s core sound. The second-type vowel and tones are 
pronounced by calling their name. As mentioned above, some consonantal letters may 
share a same core sound. However, there will be exactly one letter, which is the most 
frequently used letter for each core sound, later called a representative letter. We will 
call the other letters with the same core sound as subordinate letters. Table 4 indicates 
a set of core sounds with their representative letters and subordinate letters. In order to 
differentiate which letter it is, a representative letter is pronounced by its core sound 
while a subordinate letter is pronounced by its core sound followed by its representa-
tive word. 

Table 4. A set of core sounds with their representative letters and subordinate letters (conso-
nantal letters) 

Core
Sound

Representative 
letter

Subordinate
letter

Core
Sound

Representative 
letter

Subordinate
letter

/kh-@@4/ /n-@@0/
/kh-@@0/ , /ph-@@0/
/ch-@@0/ /j-@@0/
/d-@@0/ /r-@@0/
/t-@@0/ /l-@@0/
/th-@@4/ /s-@@4/ ,
/th-@@0/ , ,  

3   Extraction of Tone Feature 

Tone (or pitch) information is considered as a potential source for improving recogni-
tion accuracy for any tonal language. Even in a non-tonal language, such tonal effect 
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may occur when one would like to put a stress on some words or to make an inter-
rogative utterance. The pitch information can be extracted from speech automatically 
and used in the recognition process. The following subsection displays the standard 
method to extract pitch (or tone information) and its derivatives. 

3.1   Pitch Extraction 

In the past, it was known that tone features could be characterized by tracing pitch or 
fundamental frequency (F0) in every time unit on the voiced part of a syllable, result-
ing in a line shape or contour. In our work, these pitch values can be added directly to 
the classical feature vector in each time frame. In the past, there were two well-known 
pitch detection algorithms based on the time domain method called autocorrelation 
and the average magnitude difference function [13].  

To recognize the tone of a syllable, we need normalize extracted pitch values in-
stead of directly utilizing the extracted pitch values themselves. The aim of this task is 
to compensate the variety of speakers. Here, the normalized pitch value 

tp  can be 

derived by the following formula. 

avg

t
t p

p
p =  (1) 

where 
tp  is the pitch value at the time frame t , and  

avgp  is the average of pitch 

values in the utterances. By the autocorrelation method the voice part of an utter-
ance can be processed in order to get a pitch. However, it is impossible to get any 
pitch from an unvoiced part. Then the pitch is set to zero in the case of unvoiced 
parts. To solve the problem, we pass the normalized pitch values (

tp ) to a smooth-

ing process in order to flatten pitch values for continuous speech recognition [9]. 
The smoothed values of a voiced part and an unvoiced part are calculated using 
equation (2) and (3), respectively. 
Voiced :  

xpf tt += )(log10
 (2) 

Unvoiced :  
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where 
tfav  is the running average of pitches in the previous frames and, x  and λ  are 

small random values determined through the experiments. In this work, they are set to 
0.01 and 0.05, respectively. 
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3.2   Pitch Delta and Pitch Acceleration 

The model can be enhanced by adding time derivatives. To grasp differences among 
pitch contours, the time derivatives of pitches can be used as important tone informa-
tion. The pitch delta at a time frame is computed by the following formula. 
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(5) 

In the second and third equations, the end-effect problem was solved by using a sim-
ple compensation of first-order differences at the start and the end of utterances [14], 
where θ  is the internal distance between two pitch points, tf  is a smoothed pitch 

value at time frame t . The same formula is applied to the delta values to obtain ac-
celeration values. 
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4   The Spelling Recognition Framework  

In this work, HMMs are employed as the engine for recognizing continuous spelling 
utterances. The HMM is widely used in several works on speech recognition, espe-
cially for continuous speech since it can capture and handle a set of continuous data 
which are input as a sequence. Figure 1 illustrates our HMM-based automatic speech 
recognition (ASR) system, which consists of three major components: signal process-
ing module, training module and recognizing module.  

In the signal-processing module, speech utterances (wave signal) in the training 
corpus are transformed into the form of a feature vector. The feature vector used is the 
combination of PLP (Perceptual Linear Prediction Coefficients) and pitch informa-
tion. In our work, the PLP is selected since it works well our dataset according to a 
number of preliminary experiments. To incorporate tone information, pitch informa-
tion are extracted and integrated to the original PLP feature. Three main types of pitch 
information are taken into account: fundamental frequency (pitch), pitch delta and 
pitch acceleration. The combined feature vectors are used as input through our acous-
tic models. In the training module, an acoustic model and a language model are 
trained. For the acoustic model, the conventional phone-based HMMs are used to 
represent phones; i.e. one acoustic model per phone. A series of feature vectors, PLP 
with pitch information, are used to compute probabilities of an acoustic model. To 
train the language model for spelling recognition, a text corpus is used as a source for 
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Fig. 1. The framework with a signal processing module for incorporating tone 

assigning probabilities to a letter sequence. When a domain is limited to a small set of 
some proper names, a language model can be trained from that set and the system can 
yield high accuracy. As more flexible environment, a general recognizer, which ac-
cepts any spelling utterance, usually needs a larger text corpus. However, the larger 
the text corpus for training is, the more ambiguity the system has to cope with. In this 
work, we investigate both limited and flexible environments. For the recognition 
module, an input waveform is transformed to a set of feature vectors that are the com-
bination of PLP and pitch information. With three main sources, i.e., acoustic model, 
language model and pronunciation dictionary, the system searches among all possi-
bilities, for the letter sequence with the maximum probability and returns it as the 
recognition result.  

5   Experimental Result and Analysis 

The section describes a set of experiments and their results. The purpose is to investi-
gate the advantage of tone exploitation. 

5.1   Experimental Environment 

We have constructed two speech corpora, based on two sets of spelled proper names. 
The spelling style is the one shown in section 2.3. The first set (A) contains 150 
spelled names recorded by three males and three females while the second set (B) 
contains 136 spelled names recorded by three other males and three other females. 
There is no overlap between proper names in the sets A and B. In this work, the set A 
is used as the training set while the set B is for a test set. The speech signals were 
digitized by a 16-bit A/D converter with frequency of 16 kHz. A set of feature vectors 
used for forming a baseline is a 39-PLP feature vector, which consists of 12 PLP  
coefficients and the 0th coefficient, as well as their first and second order derivatives. 
Therefore, there are 39 elements in total. In our proposed system, we construct a  
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42-component feature vector which consists of 39-PLP feature vectors as well as 
three components of tone information, i.e. pitch, pitch delta and pitch acceleration. 
Tone information components can be acquired by the method mentioned in Section 3. 
The layout of feature vectors used in our approach is illustrated in Figure 2. 

12CΔ 12
2CΔ0CΔ 1CΔ ... 0

2CΔ 1
2CΔ ...C12...C1C0PLP:

12CΔ 12
2CΔ0CΔ 1CΔ ... 0

2CΔ 1
2CΔ ...C12...C1C0PLP +T:

PLP:  The classical 39 PLP feature vector
PLP +T: The modified PLP with tone feature added

0FΔF0 0
2FΔ

 

Fig. 2. Feature vector layout 

The experiments are performed under three different bigram language models, 
LM1, LM2 and LM3. LM1 is a close-type language model constructed from the test 
transcription. LM3 is an open-type language model trained by another text corpus, 
which is not used as the test transcription. In this experiment we use 5,971 names of 
Thai provinces, districts and sub districts. LM2 is a mix-type language model gener-
ated from a corpus that includes both the test transcription and those 5,971 location 
names. In this work, Spelling recognizers are designed as phone-based HMMs. They 
are context-dependent in the sense that the recognition of a phone depends on its 
preceding and following phones. For each phone model, the topology is a 3-state left-
to-right model with no skip. The number of phones is 56 as shown in Table 5. The 
numbers in parentheses denote the possible expansion of vowels using tones. For 
example “a(0-4)” indicates that the vowel phone ‘a’ can be expanded by five different 
tones: 0 (mid), 1 (low), 2 (falling), 3 (high), 4 (rising). 

Table 5. The list of possible acoustic models in the spelling corpora 

Phonetic Types Acoustic models (56 models) 
Initial Consonant b,c,ch,d,f,h,j,k,kh,l,m,n,ng,r,s,t,th,tr,w,z 
Vowel @@(0,4),a(0-4),aa(0,1,4),e1,e(0,1),i(1,4),ii(0,4), 

o0,oo0, qq0,u1,u(0,2,3),uua3,v(1,3), vv0, xx0 
Final Consonant j^,k^,m^,n^,ng^,t^,w^ 

All experiments, including automatic transcription labeling, are performed using 
the HTK toolkit [14]. The recognition performance is evaluated in the terms of correct 
rate and accuracy. Since the task concerned is spelling recognition not normal speech 
or word recognition, the definitions of word correct rate and word accuracy are modi-
fied to letter correct rate (LCR) and letter accuracy (LA). They are shown in equation 
(7) and (8) (see details in [14]). Here, H is the number of correct letters, I is the num-
ber of insertion errors, and N is the total number of letters.  
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Letter Correct Rate (LCR)  = 
N

H  (7) 

Letter Accuracy (LA ) = 
N

IH −  (8) 

5.2   Experimental Result 

For comparison, we set up a baseline experiment, which employs the 39-PLP classical 
feature vector. By varying the grammar scale factor (GSF) [14] to adjust the appropri-
ate weighting ratio between acoustic and language model, we can obtain the baseline 
result as shown in Table 6. In the table, it was observed that the best GSF for the 
close-type language model (LM1) is 25.0. It yields up to 80.08% LCR and 77.01% 
LA. In both the mix-type language model (LM2) and open-type language model 
(LM3), the appropriate GSF is 25.0. The best LCR and LA for LM2 are 74.18% and 
60.47% while the best ones for LM3 are 73.47% and 59.48%, respectively. However, 
for further explanation, we will focus on the case that GSF equals to 25.0 since it 
gains higher accuracy in most cases. Therefore, the baseline results can be considered 
to 80.08% LCR and 77.01% LA for LM1 (close-type), 73.04% LCR and 68.17% LA 
for LM2 (mix-type), and 71.55% LCR and 66.36% LA for LM3 (open-type). 

Table 6. Recognition performance for the classical PLP (the baseline) 

Grammar Scale Factor (GSF) Language 
model 5.0 6.25 10.0 25.0 50.0 100.0 

COR 74.49 75.23 77.55 80.08 78.97 72.20 LM1 
ACC 55.17 58.28 65.76 77.01 78.01 71.01 
COR 72.25 72.92 74.18 73.04 68.33 59.28 LM2 
ACC 51.72 54.36 60.47 68.17 66.02 57.08 
COR 71.80 72.47 73.47 71.55 66.73 57.87 LM3 
ACC 51.14 53.81 59.48 66.36 64.02 56.11 

Table 7. Recognition performance when tone information is incorporated to PLP (PLP+T) 

Grammar Scale Factor (GSF) Language 
model 5.0 6.25 10.0 25.0 50.0 100.0 

COR 75.13 75.82 77.87 82.28 82.27 77.03 LM1 
ACC 64.58 66.15 70.94 78.74 80.32 75.43 
COR 73.45 73.88 74.41 75.11 71.65 61.98 LM2 
ACC 62.54 63.80 66.74 71.02 68.95 59.61 
COR 73.16 73.54 73.92 73.81 69.51 60.08 LM3 
ACC 62.09 63.35 66.13 69.52 66.56 57.54 

The recognition performance in Table 7 is obtained when tone information is in-
corporated to the classical PLP feature vector. Independent of GSF and language 
models, the improvement over the baseline is observed when tone information is  
incorporated into the PLP feature vector. With the most suitable GSF (25.0), the  
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system can achieve up to 82.28% LCR and 78.74% LA for LM1 (close-type), 75.11% 
LCR and 71.02% LA for LM2 (mix-type), and 73.81% LCR and 69.52% LA for LM3 
(open-type). 

6   Conclusion and Future Work 

This paper presented a method to improve accuracy in Thai spelling recognition by 
incorporating tone information into the classical PLP feature vector. Characteristics of 
Thai language and its spelling method were introduced. The proposed HMM-based 
method recognized spelling utterances of the most popular Thai spelling method. The 
system was examined under three language model environments; close-type, mix-type 
and open-type. With the 42-component feature vector (39-PLP with three tone fea-
tures), the system outperformed the baseline system (39-PLP feature vector) with 
improvement of 1.73%, 2.85% and 3.16% for letter accuracy in close-type, mix-type 
and open-type language models, respectively. As further works, we plan to explore 
more tone features and study spelling recognition for other types of Thai spelling 
methods. 
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