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This paper describes the development of a Spoken Spanish generator from sign-writing. The sign lan-
guage considered was the Spanish sign language (LSE: Lengua de Signos Española). This system con-
sists of an advanced visual interface (where a deaf person can specify a sequence of signs in sign-
writing), a language translator (for generating the sequence of words in Spanish), and finally, a text
to speech converter. The visual interface allows a sign sequence to be defined using several sign-writ-
ing alternatives. The paper details the process for designing the visual interface proposing solutions
for HCI-specific challenges when working with the Deaf (i.e. important difficulties in writing Spanish
or limited sign coverage for describing abstract or conceptual ideas). Three strategies were developed
and combined for language translation to implement the final version of the language translator mod-
ule. The summative evaluation, carried out with Deaf from Madrid and Toledo, includes objective
measurements from the system and subjective information from questionnaires. The paper also
describes the first Spanish-LSE parallel corpus for language processing research focused on specific
domains. This corpus includes more than 4000 Spanish sentences translated into LSE. These sentences
focused on two restricted domains: the renewal of the identity document and driver’s license. This
corpus also contains all sign descriptions in several sign-writing specifications generated with a
new version of the eSign Editor. This new version includes a grapheme to phoneme system for Span-
ish and a SEA-HamNoSys converter.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Based on information from Spanish Statistics Institute1 (INE)
and the Ministry of Education2 (MEC), around 47% of the Deaf, older
than 10, do not have basic level studies or are illiterate. In real con-
ditions, 92% of the Deaf have significant difficulties in understanding
and expressing themselves in written Spanish. The main problems
are related to verb conjugations, gender/number concordances and
abstract concepts explanations. Because of this, only between 1%
and 3% of the Deaf have a university degree. This percentage is very
low compared to all the population in Spain.

In 2007, the Spanish Government accepted Spanish sign lan-
guage (LSE: Lengua de Signos Española) as one of the official lan-
guages in Spain, defining a long-term plan to invest in new
resources for developing, disseminating and increasing the stan-
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dardization of this language. LSE is a natural language with the
same linguistic levels as other languages such as Spanish. Thanks
to associations like the Fundación CNSE, LSE is becoming not only
the natural language for the Deaf to communicate with, but also a
powerful instrument when communicating to people who can
hear, or accessing information.

One important problem is that LSE is not disseminated enough
among people who can hear. This is why there are communication
barriers between deaf and hearing people. These barriers are even
more problematic when they appear between a deaf person and a
government employee who is providing a personal service, since
they can cause the Deaf to have fewer opportunities or rights. This
happens, for example, when people want to renew the identity
document or the driver’s license (DL). Generally, a lot of govern-
ment employees do not know LSE so a deaf person needs an inter-
preter for accessing to these services.

The paper is organized as follows: Section 2 reviews the state of
art. Section 3 describes the first Spanish-LSE parallel corpus for lan-
guage processing research. Section 4 presents the spoken Spanish
generation system: module description and summative evaluation.
The main conclusions and the future work are described in Sec-
tions 5 and 6.
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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Table 1
The main corpora in the international community.

References Sign language Description

http://
www.let.kun.nl/
sign-lang/echo/

Swedish sign language (SSL), British sign language
(BSL) and the sign language of The Netherlands (SLN)

The European Cultural Heritage Online organisation (ECHO) corpora contain
children’s fables and poetry each signed by a single signer. This corpus covers a very
wide language domain with a very large vocabulary which makes language
processing and learning difficult

http://www.ru.nl/
corpusngtuk/

Sign language of The Netherlands (SLN) The Corpus NGT is an open access online corpus of movies with annotations of sign
language of The Netherlands. Data were collected from native signers, preferably
signers who have one or two deaf parents or even more deaf family members. The
signers are all adults, their ages ranging from 17 to 84 years of age. The signers come
from all over the country

Leeson et al. (2006) Ireland sign language (ISL) The Signs of Ireland corpus developed at the Centre for Deaf Studies, Dublin contains
video data of approximately 40 Deaf ISL users collected over 3 years. Participants
aged between 18 and 65 tell personal narrative, a children’s story and sign elicited
sentences. The corpus was hand annotated using ELAN software

Su et al. (2007) Chinese and Taiwanese sign language Chiu and Cheng performed Statistical Machine Translation (SMT) experiments on a
corpus of about 2000 sentences for the language pair Chinese and Taiwanese sign
language

Bungeroth et al.
(2006)

German sign language (DGS) This database contains a corpus of 2468 sentences in German and German sign
language (DGS) for the domain of weather reports. It is particularly used for SMT and
sign language recognition

Neidle et al. (2000) American sign language (ASL) The American sign language Linguistic Research group at Boston University created a
set of videos in American sign language which is partly available on their website.a In
2007 this corpus has been increased: the new data release includes 15 short
narratives (vols. 3–7) as well as over 200 additional elicited utterances (vol. 2)

Bungeroth et al.
(2008)

English, German, Irish sign language, German sign
language and South African sign language

The ATIS corpus is based on the domain of air travel information. It is available for
five languages, English, German, Irish sign language, German sign language and South
African sign language. The domain is restricted to flight information and booking
services. From the original ATIS language corpus, 595 sentences were chosen for the
sign language translation

Johnston (2008) Australian sign language This corpus has more than 300 h from 100 speakers in Australian sign language (it
comes from British and New Zealand sign language)

Dreuw et al. (2008a) American sign language (ASL) The RWTH-BOSTON-400 Database contains 843 sentences (continuous sign
language), with about 400 different signs from 5 speakers. These are in American sign
language with English annotations. This corpus is mainly used for automatic sign
language recognition

Schembri (2008) British sign language (BSL) The British sign language Corpus Project is a new 3-year project (2008–2010) that
aims to create a machine-readable digital corpus of spontaneous and elicited British
sign language (BSL) collected from deaf native signers and early learners across the
United Kingdom. Although the recruitment of participants is being balanced for
gender and age, it focus only on signers exposed to BSL before the age of 7 years, and
adult deaf native signers will be disproportionately represented. Signers will also be
filmed in 8 key regions across the United Kingdom, with a minimum of 30
participants from each region

Campr et al. (2008) Czech sign language (CSL) The UWB-07-SLR-P corpus contains video data of 4 signers recorded from 3 different
perspectives for Czech sign language. Two of the perspectives contain whole body
and provide 3D motion data, the third one is focused on signer’s face and provide data
for face expression and lip feature extraction. Each signer performed 378 signs with 5
repetitions. The corpus consists of several types of signs: numbers (35 signs), one and
two-handed finger alphabet (64), town names (35) and other signs (244). In total, the
corpus consists of 21,853 video files in total length of 11.1 h. The corpus is intended
for training and testing of sign language recognition (SLR) systems

Efthimiou and
Fotinea (2008)

Greek sign language (GSL) This corpus has been developed at Institute for Language and Speech Processing
(ILSP) and it contains parts of free signing narration, as well as a considerable amount
of grouped signed phrases and sentence level utterances (18 h of signing data).

a http://www.bu.edu/asllrp/.
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2. State of art

This section includes the state of art of the main subjects tack-
led in this paper: speech generation from sign language and sign
language corpora.
3 http://webs.uvigo.es/lenguadesignos/sordos/lineas/index.htm.
4 http://www.cervantesvirtual.com/seccion/signos/.
5 http://www.fundacioncnse.org/tesorolse.
2.1. Main corpora for sign language research

The research into sign language has been possible thanks to cor-
pora generated by several groups. This section summarizes the
main corpora in the international community. Some of them focus
on linguistic aspects instead of language processing as it is needed
in language translation. This description has been provided in
Table 1.
Please cite this article in press as: San-Segundo, R., et al. Spoken Spanish
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For Lengua de Signos Española (LSE), there is a lot of content on
videos but they are not annotated. Some examples are the efforts
in Vigo University3 and in the Instituto Cervantes.4 The Fundación
CNSE has developed the first normative dictionary for LSE (DILSE
III) with more than 4000 signs, including video, description and def-
inition.5 Because of the lack of LSE, this paper presents the first Span-
ish-LSE parallel corpus for language processing research focused on
specific domains. This corpus includes more than 4000 Spanish
sentences translated into LSE. These sentences are focus on two
restricted domains: the renewal of the identity document and
driver’s license. This paper also presents the design, for avatar
generation from sign language. Interact. Comput. (2009), doi:10.1016/

http://www.let.kun.nl/sign-lang/echo/
http://www.let.kun.nl/sign-lang/echo/
http://www.let.kun.nl/sign-lang/echo/
http://www.ru.nl/corpusngtuk/
http://www.ru.nl/corpusngtuk/
http://www.bu.edu/asllrp/
http://webs.uvigo.es/lenguadesignos/sordos/lineas/index.htm
http://www.cervantesvirtual.com/seccion/signos/
http://www.fundacioncnse.org/tesorolse
http://dx.doi.org/10.1016/j.intcom.2009.11.011
http://dx.doi.org/10.1016/j.intcom.2009.11.011


Fig. 1. Example of characteristics of a sign using HamNoSys.
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representation, of all signs included in the database. A new version of
the eSIGN editor has been used for sign design.

About the different ways of writing a sign (sign-writing), tra-
ditionally the sign has been written using words (in capital let-
ters) in Spanish (or English in the case of BSL, British sign
language) with a similar meaning to the sign meaning. They
are called glosses (i.e. ‘HOUSE’ for the sign ‘house’). In the last
20 years, several alternatives, based on specific characteristic of
the signs, have appeared in the international community: Ham-
NoSys (Prillwitz et al., 1989) (Fig. 1), Sistema de Escritura Alfabé-
tica (SEA) (Herrero, 2004) and sign writing (http://
www.signwriting.orgl). But nowadays, neither of these options
is well known by the Deaf in Spain, so the glosses seem to be
the best option for LSE writing.
2.2. Generating spoken language from sign language

In order to permit a full dialogue (allowing communication in
both directions) between a hearing person and a deaf person, it
is necessary not only to translate speech into sign language (San-
Segundo et al., 2008) but also to generate spoken language from
sign language. In previous projects such as VANESSA6 (Tryggvason,
2004), this problem has been solved by asking the Deaf to write
down the sentence in English (or Spanish in our case) and then a text
to speech (TTS) converter can generate the speech. But this is not a
good solution because a very high percentage of the Deaf cannot
write well in Spanish. Sign language is their first language, and their
ability to write or read may be poor in many cases.

Because of this, a great deal of effort has been made in rec-
ognising sign language and translating it into spoken language
by using a language translator and a TTS converter. Some efforts
have been oriented towards recognising signs from the informa-
tion captured with specialised hardware (Yao et al., 2006). How-
ever, this is an invasive approach which is sometimes rejected
by the Deaf.

Others efforts try to recognize signs from video processing. The
systems developed so far are very person or environment depen-
dent (Vogler and Metaxas, 2001), or they focus on the recognition
of isolated signs (Wang et al., 2006; von Agris et al., 2006) which
can often be characterised just by the direction of their movement.
In Sylvie and Surendra (2005), a review of research into sign lan-
guage and gesture recognition is presented.

Dreuw is making a significant effort into recognizing continu-
ous sign language from video processing (Dreuw, 2008; Dreuw
et al., 2008a,b, 2009): the results obtained are very promising but
this technology is not ready yet for developing real systems for
the Deaf. The best experiment reported by Dreuw et al. (2008c)
showed a sign recognition error rate of 17.5% using the RWTH-Bos-
ton-104 Database. In these experiments, the system tries to recog-
nized sign sequences represented by three people continuously
6 http://www.visicast.cmp.uea.ac.uk/eSIGN/Vanessa.htm.
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(without pauses between signs). The number of signs considered
was 106 signs. Considering isolated signs, it is possible to reduce
the recognition error to under 10% when considering vocabularies
of a few hundred signs (Sylvie and Surendra, 2005). Once the sign
language is recognized, the sign sequence is translated into a word
sequence which is then passed to a TTS converter to generate the
speech. Signs are represented by glosses, capitalised words with
a semantic relationship to sign meaning.

Because sign recognition technology is not mature enough, this
paper describes an advanced interface where a deaf person can
specify a sign sequence (gloss sequence) with a set of visual tools.
This sequence is translated into words that will be spoken. This
solution allows the Deaf to specify a sentence in their first language
(LSE) and avoid errors from sign recognition. As is shown in the
summative evaluation, this interface has been well assessed by
the users. This is the first system developed for Spanish and it com-
plements the previous efforts into developing a Spanish into LSE
translation system (San-Segundo et al., 2008).
3. Spanish-LSE parallel corpus

This section describes the first Spanish-LSE parallel corpus
developed for language processing in two specific domains: the re-
newal of the identity document (ID) and driver’s license (DL). This
corpus has been obtained with the collaboration of Local Govern-
ment Offices where these services are provided. Over several
weeks, the most frequent explanations (from the government
employees) and the most frequent questions (from the user) were
taken down. In this period, more than 5000 sentences were noted
and analysed.

Not all the sentences refer to ID or DL renewal (Government
Offices provide more services), so sentences had to be selected
manually. This was possible because every sentence was tagged
with the information about the service being provided when it
was collected. Finally, 1360 sentences were collected: 1023 pro-
nounced by government employees and 337 by users. These sen-
tences have been translated into LSE, both in text (sequence of
glosses) and in video, and compiled in an excel file. This corpus
was increased to 4080 by incorporating different variants for Span-
ish sentences (maintaining the LSE translation) (Fig. 2).

The Excel file contains eight different information fields:
‘‘ÍNDICE” (sentence index), ‘‘DOMINIO” (domain: ID or DL renewal),
‘‘VENTANILLA” (window: where the sentence was collected), ‘‘SER-
VICIO” (service provided when the sentence was collected), if the
sentence was pronounced by the government employee or user
(funcionario or usuario respectively), sentence in Spanish (CASTEL-
LANO), sentence in LSE (sequence of glosses), and link to the video
file with LSE representation (Fig. 3).

The main features of the corpus are summarised in Table 2.
These features are divided depending on the domain (identity doc-
ument or driver’s licence renewal) and whether the sentence was
spoken by the government employee or the user.

In the parallel corpus, all signs were written using glosses (cap-
italised words with a semantic relationship to sign language). In
order to consider other sign-writing notations, a database with
715 signs (including all signs in the parallel corpus) was generated.
This database includes (Fig. 5) sign descriptions in:

� Glosses (GLOSA column): word in capital letters. For example,
ABAJO (DOWN).

� Sistema de Escritura Alfabética (SEA). ABAJO sign is represented
with the following characteristics: ole (hand shape) mua (hand
orientation) wu (top-down movement).

� HamNoSys. The HamNoSys characteristics for ABAJO sign are
(Fig. 4).
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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Table 2
Main statistics of the corpus generated.

ID DL

Spanish LSE Spanish LSE

Government employee
Sentence pairs 1425 1641
Different sentences 1236 389 1413 199
Running words 8490 6282 17,113 12,741
Vocabulary 652 364 527 237

User
Sentence pairs 531 483
Different sentences 458 139 389 93
Running words 2768 1950 3130 2283
Vocabulary 422 165 294 133

Fig. 2. Example of database content.

Fig. 3. Examples of videos recorded by the Fundación CNSE.
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SIGML (Zwiterslood et al., 2004) (the SIGML column includes a
link to a text file with the SIGML description necessary for repre-
senting the sign with the eSIGN avatar7).

This database includes signs for all of the letters (necessary for
word spelling), numbers from 0 to 100, numbers for hour specifica-
tion, months, week days, and all signs in the parallel corpus. The sign
database has been generated using a new version of the eSIGN editor
(Hanke and Popescu, 2003). The eSIGN Editor was developed in the
VISICAST and eSIGN European Projects (essential sign language
information on Government networks). In this work, this editor
has been adapted to LSE. The new version incorporates the same
functionality for defining manual movements using HamNoSys
and non-manual aspects such as movements of lips, head, etc.
(Fig. 6). This new editor has three windows. In the main window,
the eSign avatar shows the sign that is being designed at this mo-
ment (using a SEA or a HamNoSys specification). The second window
allows HamNoSys characters to be introduced, and the last one per-
mits non-manual gestures to be added. The SEA characters can be
introduced using the PC–keyboard together with auxiliary buttons.
7 http://www.sign-lang.uni-hamburg.de/esign/.
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This new version incorporates two new features: a Spanish
grapheme to phoneme tool and a SEA-HamNoSys converter. The
Spanish grapheme to phoneme tool is a rule-based converter that
generates a sequence of phonemes which are represented using
speech assessment method phonetic alphabet (SAMPA) (Wells
et al., 1997), given a Spanish sentence.8 This sequence is necessary
to make the avatar move the lips according to this pronunciation.
This grapheme to phoneme is the same as those used in the auto-
matic speech recognizer but adapted to generate SAMPA phonemes
(required by the avatar specification).

The second feature is the SEA-HamNoSys converter. Sistema de
Escritura Alfabética (SEA) (Herrero, 2004) is an alphabet (based on
ASCII characters) for sign language. Like HamNoSys, SEA allows a
sequence of characters to be specified that describe aspects such
as hand-shape, hand position, location and movements. The reason
for developing this converter is that the first normative dictionary
for LSE (developed at Fundación CNSE9) has SEA descriptions for
more than 4000 signs, but the eSign avatar needs HamNoSys
descriptions for sign representation. It is important to comment that
both notations (SEA and HamNoSys) only specify the manual part of
a sign (hand movements) but they do not define other non-manual
aspects such as face, head or body movements.

The SEA-HamNoSys converter (see Fig. 7) has been imple-
mented in three steps: SEA characteristic detection, SEA-HamNo-
Sys conversion for individual characteristics, and the generation
of HamNoSys sign descriptions. These steps are repeated for all syl-
lables that make up the sign, if there is more than one.

For SEA characteristic detection, seven different types of sign
have been defined: five types for two-hand signs (differentiating
whether the movement is symmetric or if it is done by the domi-
nant or non-dominant hand) and two types for one-hand signs
(done by the dominant or non-dominant hand). Depending on
the type of sign, SEA sign characteristics are specified in a different
order. Given a sign, it is necessary to detect the sign type in order to
get its characteristics from the SEA description. Some of the sign
characteristics can be omitted in SEA specifications. In these cases,
a default value has to be considered. The main problem appears
when the default value assigned to a specific characteristic de-
pends on the value of other characteristics: for example, the de-
fault value for hand orientation depends on the current hand
position. In order to assign default values, several programming
rules were incorporated.

When all the SEA characteristics have been extracted, the next
step is to convert them into HamNoSys. This conversion is done
by using conversion tables. The system incorporates different ta-
bles for converting sign characteristics related to hand position,
hand shape, hand orientation, movements, etc. As in the previous
step, the main problem appears in those cases where a character-
istic conversion depends on the value of other characteristics. In
8 http://www.phon.ucl.ac.uk/home/sampa/spanish.htm.
9 http://www.signwriting.org/.
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Fig. 6. New version of the visual sign editor. With the upper window, the user can specify the HamNoSys characteristics. With the ‘‘gestos” (gestures) window, the user can
specify movements of mouth, body and face. In the case of the mouth it is possible to define de lip pronunciation, teeth, jaw, lips, cheek and tongue position.

Fig. 5. Partial view of the sign database generated.

Fig. 4. HamNosys structure for ABAJO sign.
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this case, a new set of programming rules was defined for solving
all these cases.

Finally, the SEA-HamNoSys converter generates a HamNoSys
sign specification using the translated characteristics. For this gen-
eration, the system has defined seven different frames (corre-
sponding to the seven types of sign defined in the first step).
Depending on the sign type, a frame is selected and filled in for
generating the HamNoSys specification.
Fig. 7. SEA and HamNoSys representations of the sign MÚSICA (MUSIC).

Please cite this article in press as: San-Segundo, R., et al. Spoken Spanish
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The SEA-HamNoSys converter has been evaluated with 100
signs selected for including all the main SEA characteristics. The re-
sults have shown that for 75% of the signs, their HamNoSys speci-
fications are very good. For the rest, it is necessary to make some
modifications, but the HamNoSys structure generated is useful
and syntactically correct. These results are due to the fact that
these two sign-writing notations have different specification lev-
els. SEA presents a higher level because it has been designed to
be easy to learn. On the other hand, HamNoSys allows a very de-
tailed level of sign design. Because of this, when converting from
SEA to HamNoSys, it is sometimes necessary to incorporate addi-
tional information by making some assumptions that are not al-
ways correct.

For designing a sign, it is necessary to specify hand movements
(manual part) and other gestures including face, head and body
movements (non-manual part). For designing the manual part,
two processes have been followed: if the sign was included in
the normative dictionary from Fundación CNSE, its SEA description
has been automatically converted into HamNoSys (and lightly
modified if necessary). On the other hand, if the sign was not in
the dictionary, the HamNoSys sign specification had to be gener-
ated from scratch, using the videos recorded by the Fundación
CNSE as the reference. Most of the signs (around 70%) were in-
cluded in the dictionary so the SEA-HamNoSys conversion tool
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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Fig. 8. Diagram module for the Spoken Spanish generation system.
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has been very useful: the design time was reduced significantly, by
approximately 50%. For the non-manual part of the sign, the design
was always made from scratch, using the tools provided in the vi-
sual editor.

4. Spoken Spanish generation system

The spoken Spanish generation system has been developed
based on three module architecture (Fig. 8). The main modules
are as follows:

� The first step is to specify a sign sequence using an advanced
visual interface. This interface includes several tools for sign
specification: avatar for sign representation (to verify that sign
corresponds to the gloss), prediction mechanisms, calendar
and clock for date or time definitions, etc.

� The natural language translation module converts a sign
sequence into a word sequence. For this module, three different
strategies have been implemented and combined. The first one
consists of an example-based strategy: the translation process
is carried out based on the similarity between the sentence to
translate and the items of a parallel corpus of translated exam-
ples. Secondly, a rule-based translation strategy, where a set of
translation rules (defined by an expert) guides the translation
process. The last one is based on a statistical translation
approach where parallel corpora are used for training language
and translation models.

� Finally, the word sequence is converted into spoken Spanish by
using a commercial text to speech converter. In this project the
Loquendo system was used.10

4.1. Design of the advanced visual interface

This section describes the process carried out in designing the
advanced visual interface. During this process several analyses
and tests were done involving the final users.

The main objective was to develop a visual interface for helping
the Deaf to specify a sign sequence (a sentence in LSE). This design
process has to be understood by considering its special context.
This context has conditioned the design process and the alterna-
tives considered. This context can be described in the following
aspects:

� First of all, as was described in the introduction, a large percent-
age of the Deaf have significant difficulties in writing Spanish.
This aspect conditions the interface to have an important visual
component: the interaction is based on the PC–mouse (the user
does not need to type).
10 http://www.loquendo.com/en/.
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� Spanish sign language (LSE: Lengua de Signos Española) has
been considered one of the official languages in Spain recently
since 2007. LSE is very young and the degree of standardization
of this language is very low. This aspect can be observed in the
different ways of representing the same sign (with the same
meaning), and the different ways of writing a sign (sign-writ-
ing). The glosses seem to be the best option for LSE writing.

� Fundación CNSE (foundation of Spanish Deaf people) has started
a significant number of activities for LSE normalization: defining
standards, visual applications, LSE contents, etc. Perhaps the
most important one is the generation of the first normative dic-
tionary including more than 4000 signs (DILSE III: See footnote
5) with the sign description, meaning, video and associated
gloss. In order to search for a sign, the dictionary offers two
alternatives: one based on glosses (alphabetically) and the other
based on several sign characteristics (hand shape, hand position,
location, movements, etc.) similar to those aspects specified in
the HamNoSys standard.

� Finally, LSE, like many other sign languages, presents a better
sign coverage for describing tangible things, objects, etc., com-
pared to abstract or conceptual ones. Most of the signs in the
dictionary refer to tangible things. Because of this, it is more dif-
ficult to explain complex abstract or conceptual ideas to the
Deaf. In most of the cases, the best way of explaining these ideas
is describing a real example and defining analogies. This aspect
will have an influence on the interface design, but also in the
questionnaire design presented in the evaluation section, as will
be shown.

The interface design process was carried out in three steps:

1. First, a group of experts had a brainstorming session to describe
the necessary tools and different alternatives for designing the
interface of each tool. This group was made up of two experts
in LSE (Deaf and good representatives of potential users), a lin-
guist (an expert in Spanish who also knows LSE) and a software
developer (who does not know LSE). In the meeting, there were
two interpreters for translating Spanish into LSE and vice versa.

2. Secondly, all the alternatives concerning the interface were
implemented and evaluated with five final users (Deaf): forma-
tive evaluation. Every user tested all the design alternatives to
generate 15 sentences in LSE using the interface. These 15 sen-
tences were randomly selected from the database described in
Section 3.

3. Finally, there was a meeting including the group of experts and
the five users (including the two interpreters). During this
meeting, the users were asked about their preferences, elabo-
rating a detailed analysis and the final proposal for the
interface.

4.1.1. Alternative designs
When designing a visual interface for specifying a sign se-

quence, the most important tool is the sign search. In this applica-
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Fig. 10. Example of drawing and picture of a car.

Fig. 9. Different distribution of letter keys for the sign search tool based on their glosses.
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tion, there are more than 700 signs, so it is necessary to design an
efficient mechanism for selecting a sign with just few clicks. In this
meeting, most of the time was dedicated to discussing the different
alternatives for the sign search.

The two first alternatives proposed were the same as those used
in the DILSE III dictionary: glosses and specific characteristics of
the sign.

For the first alternative, using glosses for the sign search, there
were two proposals on the interface design (Fig. 9). In the first one,
the keys were distributed like a traditional PC–keyboard, while in
the second alternative, the keys were arranged alphabetically.
The main idea has been to use a touch screen (although the mouse
can be also used in all cases). The size of the button has been de-
signed taking into account the possibility of using a touch screen.

For the second alternative, sign characteristic specification, the
interface incorporated a submenu with seven windows where the
user can specify sign characteristics related to the hand shape, po-
sition, location and movement. For characteristic specification, the
HamNoSys standard was used, because it is the most widespread
in the international community.

Additional to these two proposals, there were another two
alternatives. The first one was to use videos (of one person signing)
for every sign. The user has to play the videos to see which sign to
select. The second proposal was to use images for representing the
signs. In this case, the group of experts considered two possibili-
ties: considering drawings or real pictures for representing the
signs (Fig. 10). During the discussion, the real pictures were pre-
ferred because drawings can produce a feeling of children’s inter-
face, but both possibilities were tested.

The use of videos or pictures poses the problem that it is not
possible to present many signs at the same time, and it is necessary
to organize them in submenus. These submenus must have a hier-
archical structure with several levels. Defining this organization
has been one of the most complicated problems. In this case, based
on the specific domain considered in this application, a syntactic–
semantic organization was defined considering several submenus:
objects like (‘‘CAR”), documents (‘‘APPLICATION FORM”), actions
(‘‘TO CARRY”), places (‘‘DRIVER WINDOWS”), pronouns (‘‘THIS”),
adverbs (‘‘MUCH”), persons (‘‘OFFICER”), and others like numbers,
hours, days, months, weekdays.

One aspect reported by one of the experts, and confirmed dur-
ing the user tests was that this syntactic–semantic organization is
not easy to explain to the Deaf for two reasons: the Deaf do not
know the syntactic elements of Spanish very well and it is more
difficult to express abstract ideas using LSE.

For the interface test, instead of generating videos, pictures and
drawings for all signs in this domain (more than 700), only 50 vid-
eos, drawings and pictures were developed, including those neces-
sary for composing the 15 sentences in the test.

Finally, the group of experts proposed other tools to be included
in the interface:

� A calendar to specify a date. The signs corresponding to this date
are automatically added to the sign sentence.

� A clock to specify an hour. The signs for specifying this hour are
automatically added to the sign sentence.

� A list with the most used sign sentences: greetings, sentence to
ask for repetition, etc.
Please cite this article in press as: San-Segundo, R., et al. Spoken Spanish
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4.1.2. Formative evaluation: user tests and analysis of alternatives
All the alternatives concerning the interface were implemented

and evaluated with the five final users. Table 3 presents the main
characteristics of the five users involved in the formative evalua-
tion. For 1 week, every user tested all the design alternatives to
specify 15 sentences in LSE using the interface. These 15 sentences
were randomly selected from the database.

After the user tests, the different alternatives were analysed by
both the group of experts and the five users. Table 4 presents the
analysis of the different strategies for designing the interface of
the sign search tool.

As regards the calendar and the clock, the users proposed not to
put the controls in the main interface because they were not used
frequently: rather using submenus. This comment depends a lot on
the 15 sentences selected for the test. In any case, it is true that in
this domain there are not so many sentences including a date or a
time.

Finally, the users proposed very interesting changes and new
tools to be included in the interface:

� All the users proposed to increase the size of the letters in the
interface.

� One of the users proposed a new tool for helping the user to
specify the sign sequence. This new tool consists of proposing
the three or four most probable next signs, given the last sign.
For calculating the most probable signs, the interface can use
the sign sequences from the database (Section 3). As will be
shown in the evaluation, this tool has been very useful.

� Another tool proposed was to include a list of the last five pre-
viously used signs. Generally, the last used signs have a greater
probability of being used again. With this list, it is not necessary
to search for them again. As will be shown, this tool has not been
as useful as the previous one.

4.1.3. Proposal for the visual interface
After the analysis of the different alternatives, the group of ex-

perts proposed a visual interface with the following characteristics,
which justifies the proposal based on the analysis presented
previously:

� For the sign search tool, the group of experts defined a mixed
strategy based on glosses and videos. The sign search is per-
formed over the glosses, specifying the first letter of the gloss.
Then, all the glosses beginning with this letter are presented
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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Table 3
Characteristics of the five users involved in the formative evaluation.

User Age Literacy Education level Experience with computers

1 19 High Bachelor High
2 20 Medium Basic Low
3 37 High Bachelor High
4 42 Medium Basic Medium
5 45 Low Basic Low
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in a list. Before adding a sign to the sign sequence, it is possible
to see a video with the sign representation. Instead of recording
one person signing all the signs, the decision was to include ava-
tar animations. These animations have less quality than the vid-
eos, but the sign is perfectly identifiable and this solution
increases the system scalability. Since the users did not report
any differences between the two keyboard layouts, the standard
PC layout was chosen, because this is familiar from computer
keyboards.

� After a long discussion, the group of experts decided to comple-
ment the sign search by allowing the possibility of searching for
a sign using HamNoSys. The main reason to support this deci-
sion was that in the normative dictionary there is a similar pos-
sibility for sign searching. As will be shown, it was not a good
decision, because this tool was not used and it increased the
interface complexity.

� The sign prediction characteristic was incorporated with a very
high consensus with both users and experts. This tool has been
one of the most used.

� The final proposal also included the list of the last five signs
introduced. As will be shown, this list has not been very useful.

� In this domain, there are not so many sentences including a date
or a time, so the decision was to include a calendar and a clock in
submenus, not in the main window.
Table 4
Analysis of alternatives for designing the interface of the sign search tool.

Alternative Pros Cons

Glosses Same strategy as used in
the normative dictionary
DILSE III

The user needs to know words in glosse
in Spanish

Easy to organize the
search

The user must be familiar with the alph
order

HamNoSys Same strategy as used in
the normative dictionary
DILSE III

HamNoSys is not well known by the Sp
Deaf

Easy to organize the
search

Videos Videos is the natural way
of representing signs of
the LSE

It is very slow: it is necessary to play al
the submenu before selecting one

The submenu structure is very difficult t
and very difficult to explain to deaf use
There is ambiguity in the sign classificat
sign can be included in several submen
objects and documents)

Pictures Visual images help to
identify a sign rapidly

Drawings can produce the feeling that t
interface has been designed for children
The interface can be associated to ment
disabled people or people with learning
disabilities

The submenu structure is very difficult t
and very difficult to explain to deaf use
There is ambiguity in the sign classificat
sign can be included in several submen
objects and documents)
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� The group of experts also proposed to include a list with the
most frequent sign sentences (in a submenu): greetings, sen-
tence to ask for repetition, etc.

� After this analysis, and thinking about the possibility of increas-
ing the interface flexibility, a new tool was proposed for inclu-
sion in the interface. This new tool consists of the possibility
of specifying any gloss by spelling: by conforming a new gloss
(not seen by the system before) letter by letter. This possibility
is very interesting when introducing proper names. For this
new tool, the buttons with the letters were reused: it was only
necessary to include a new button to change the state: searching
(default) or spelling.

� In order to facilitate the sign sequence specification, three but-
tons were proposed to be included: the first one to delete the
last sign introduced, another button to delete the whole
sequence, and finally, the third button for representing (using
the avatar) the whole sign sequence (specified in glosses). Using
the avatar for representing any sign sequence (without having it
previously recorded) gives to the system a significant flexibility.
The avatar concatenates the sign representations with smooth
transitions between consecutive signs.

� Every time there is a change in the sign sequence, the translation
from LSE to Spanish should be carried out automatically and the
result presented in the word window. It is not necessary to have
a button to carry out the translation. On the other hand, a button
is necessary to speak the Spanish sentence (translation output).

� Finally, for political reasons, the interface had to include the
sponsor logos.

4.2. Advanced visual interface for sign sequence specification

This section describes the main characteristics of the advanced
visual interface developed in this work. This is a visual interface
Additional comments

s: words There were no differences between the distribution of the two
buttons (Fig. 9)

abetical

anish None of the users knew HamNoSys

l signs in Two users reported the idea that when the user does not find a sign,
there is a doubt whether the sign exists or whether it has been
classified in another submenu

o design
rs
ion: one

us (i.e.

he All the users reported the idea that drawings are for children

ally Two users were against the idea of representing signs with pictures
or drawings. They associated the interface to children, mentally
disabled people or people with learning disabilities. They demand a
standard for sign-writing like other languages. They do not like the
idea of writing a sentence in LSE (their mother language) by
concatenating pictures

o design
rs
ion: one

us (i.e.
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Fig. 12. Example of introducing a new gloss by using the DELETREO (SPELLING)
option: proper name MADRID.

Fig. 13. Example of sign prediction. After including the signs CARNET (LICENCE)
and RENOVAR (TO_RENEW), the most probable next signs are QUERER (TO_WANT),
PODER-NO (CAN-NOT), AVISAR-A_MI (TELL_ME), PODER? (CAN?).
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where the Deaf can build a sign sentence that it will be translated
into Spanish and spoken to a hearing person. The sign sequence is
specified in glosses but signs can be searched for using specific sign
characteristics in HamNoSys notation. Fig. 11 shows the whole
interface.

4.2.1. Gloss-based tools
The main utility consists of selecting a letter (clicking on one

letter button, i.e. letter C in Fig. 11) and a list of glosses, beginning
with this letter, is displayed in alphabetical order (these buttons
have been included by considering the idea of using a touch screen
to use the system, instead of the computer keyboard). If a gloss
from the list is selected (i.e. CARNET in Fig. 11), the avatar (in the
top-left corner) represents it to verify the wished sign correspond-
ing to the gloss. In order to add this gloss to the sign sequence (the
SIGNOS window, under the avatar in Fig. 11), it is necessary to click
twice. On the right of the gloss list, there is a list of the correspond-
ing HamNoSys notations.

At any moment, it is possible to carry out necessary actions: to
represent the current sign sequence (SIGNAR button), to delete the
last gloss introduced (BORRAR button) or to delete the whole se-
quence (BORRAR TODO button). Every time the sign sequence is
modified, the language translation module is executed and the
resulting word sequence is presented in the PALABRAS (words)
window (under BORRAR buttons). The HABLA (speak) button exe-
cutes the TTS converter over the word sequence specified in the
PALABRAS (words) window. When the system is speaking, this but-
ton is disabled to avoid being used again.

By pressing the DELETREO (spelling) button, the system gets
into the spelling state. In this state, the letter buttons have a differ-
ent behaviour: they are used to introduce a gloss (in the SIGNOS
window) letter by letter. In the example presented in Fig. 12, the
gloss corresponding to a new proper name is included. When the
avatar has to represent a new gloss, it checks whether there is a
text file (in the gloss directory) with the sign description in SIGML
corresponding to this gloss. If there are not any, the system signs
letter by letter.

In order to generate several glosses by spelling, it is necessary to
press the ESPACIO (space) button to separate consecutive glosses.
In a similar way, it is also possible to specify a number using num-
ber buttons and the point button (for decimals).

A very useful tool incorporated into the interface allows propos-
ing following glosses/signs given a previous sequence of glosses.
When there is a partial gloss sequence specified and the user
Fig. 11. Advanced visual interface for sign sequence specification. The sign sequence C
gustaría renovar el carné (I’d like to renew the driving licence).
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moves the mouse over the SIGNOS windows, the system displays
a popup menu proposing several candidates for the next gloss/sign
(Fig. 13). These candidates have been selected based on a sign lan-
guage model trained from gloss sequences (LSE sentences) in the
corpus. The system proposes the four best signs: with highest
probability of being selected, given the partial sequence already
introduced. If the user clicks on one of these options, the gloss is
incorporated into the sequence. This tool has been very useful as
will be shown in the summative evaluation, Section 4.6.
4.2.2. HamNoSys-based search
As was commented on before, on the right of the gloss list, there

is a list of the corresponding HamNoSys notations. The interface
also allows signs to be searched for by specifying between 1 and
3 different HamNoSys characteristics. When these characteristics
are specified, in the HamNoSys notation list, the sign notations
including all these characteristics are presented. The gloss list
(on the left) is updated corresponding to the HamNoSys notation
list. In Fig. 14 an example of searching is presented.

The HamNoSys characteristics are selected by using a window
with seven different tabs: similar to those used in the sign editor
(see Fig. 6).
ARNET RENOVAR QUERER (LICENCE TO_RENEW TO_WANT) is translated into ‘‘me
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Fig. 14. Example of searching using HamNoSys characteristics. The user has specified two HamNoSys characteristics. From the list of signs containing these characteristics,
the user has selected the sign REGISTRO (REGISTRATION).

Fig. 15. Example of date and time introduction. In this example the user has
selected the date April, 16th 2009 and the time 12:00.
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4.2.3. General functions
Finally, several general functions are described in this section:

date and time tools, list of the last glosses introduced, and frequent
gloss sequences. In order to facilitate a date or time introduction,
the interface offers the possibility of specifying the date in a calen-
dar and the time on a digital clock (Fig. 15). When the date or the
time has been specified, it is necessary to push the FECHA (date)
or/and HORA (time) buttons to incorporate the corresponding
glosses into the gloss sequence.

Another utility is the list of last five glosses used. Under the
gloss list, the interface presents the last used glosses in order to
facilitate the user selecting one of them. This utility has not been
used very frequently in the summative evaluation.

Finally, the visual interface incorporates a list of the most fre-
quent sign sequences (greetings, courtesy formulas, etc.). When
one of these sequences is selected the whole sign sequence is re-
placed by the selected one, and the SIGNOS and PALABRAS win-
dows are updated (Fig. 16).

This list with the most frequent sign sentences can be modified
easily from a text file.

4.3. Language translation

The natural language translation module converts the sign se-
quence into a word sequence that will be spoken by the TTS con-
verter. For this module, three different strategies have been
implemented and combined in order to generate the final version
of the translation module: example-based, rule-based and statisti-
cal translation.

For evaluating the rule-based and the statistical strategies, the
following evaluation measurements have been considered: Word
Error Rate (WER), Position Independent WER (PER), BiLingual Eval-
uation Understudy (BLEU Papineni et al., 2002), and NIST.11 As is
shown in Table 5, the rule-based strategy has provided better results
in this task because it is a restricted domain and it has been possible
to develop a complete set of rules with a reasonable effort. All of the
sentences in the corpus have been checked manually and in all cases
the word sequence was a correct sentence with the correct meaning.
The amount of data for training the statistical models is very small so
the models are not trained properly. In these situations, the rules de-
11 http://www.nist.gov/speech/tests/mt/.
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fined by an expert introduce knowledge not seen in the data making
the system more robust against new sentences.

4.3.1. Combining translation strategies
The natural language translation module implemented com-

bines the three translation strategies that they will be described
in next sections. This combination is set out in Fig. 17.

The translation module is divided into two main steps. At the
first step, an example-based strategy is used for translating the
gloss sequence. If the distance with the closest example is lower
than a threshold (distance threshold), the translation output is
the same as the example. But if the distance is higher, a back-
ground module is used to translate the gloss sequence. The dis-
tance threshold (DT) was fixed to 30% (one difference is
permitted in a 4-sign sentence).

For the background module, a combination of rule-based and
statistical translators has been used. Considering the results in Ta-
ble 5, the rule-based strategy is the best alternative. In any event,
the statistical approach was also incorporated as a good alternative
during system development. During rule development, a statistical
translator was incorporated in order to have a background module
with a reasonable performance: a statistical translator can be gen-
erated in 2 days while the rule development takes several weeks.
The relationship between these two modules is based on the ratio
between the number of words generated after the translation pro-
cess and the number of glosses in the input sequence. If this ratio is
higher than a threshold the output is the word sequence proposed
by the rule-based translator. Otherwise, the statistical approach is
carried out. By analysing the parallel corpus, the ratio between
number of words and number of glosses is 1.35. When the number
of words generated by the rule-based approach is very low, it
means that specific rules for dealing with this type of example
has not yet been implemented (or the sentence is out of domain).
During rule generation, the words/glosses ratio condition was
implemented in order to direct the translation process to the sta-
tistical approach. The ratio threshold was fixed at 0.9.

4.3.2. Example-based strategy
An example-based translation system uses a set of sentences in

the source language (sign language) and their corresponding trans-
lations in the target language (Spanish), and translates other simi-
lar source language sentences by analogy (Brown, 2002). In order
to determine whether one example is similar enough for the text
to be translated, the system computes a heuristic distance between
them. By defining a threshold on this heuristic distance, it is possi-
ble to define how similar the example must be to the text to be
translated, in order to consider that it generates the same target
sentence. In this case, the heuristic distance considered is the well
known Levenshtein distance (LD) divided by the number of signs in
the sentence to be translated (this distance is represented as a per-
centage). If the distance is lower than a threshold, the translation
output will be the same as the example translation. But if the dis-
tance is higher, the system cannot generate any output. Under
these circumstances, it is necessary to consider other translation
strategies.
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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Fig. 16. Selection of a frequent sign sequence. In this case the selected sentence has been HOLA BUENAS TARDES (HELLO GOOD AFTERNOON).

Table 5
Results summary for rule-based and statistical approaches.

WER PER BLEU NIST

Statistical approach
Phrase-based 39.94 33.24 0.4834 6.314
SFST-based 35.12 37.19 0.6402 6.930

Rule-based approach 24.52 19.43 0.6421 7.813

14 http://prhlt.iti.es/content.php?page=software.php.
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In order to make the examples more effective, it is possible to
generalize them, so that more than one string can match any given
part of the example. When indexing the example corpora, and be-
fore matching a new input against the database, the system tags
the input by searching signs and phrases included in several class
lists, and replacing each occurrence with the appropriate class
name. There is a text file which simply lists all the members of a
class in a group, along with the corresponding translation for each
token. For the system implemented, four classes were used:
$NUMBER, $PROPER_NAME, $MONTH and $WEEK_DAY.

4.3.3. Rule-based strategy
In this strategy, the translation process is carried out in two

steps. In the first one, every sign is mapped to one or several syn-
tactic–pragmatic categories (categorization). After that, the trans-
lation module applies different rules that convert the tagged
signs into words by means of grouping concepts or words (gener-
ally named blocks) and defining new words (San-Segundo et al.,
2008). These rules are defined by an expert and can define short
and large-scope relationships between concepts or signs. At the
end of the process, the block sequence is expected to correspond
to the word sequence resulting from the translation process.

The rules are specified in a proprietary programming language
consisting of a set of primitives. The rule-based translation module
implemented contains 129 translation rules and uses 10 different
primitives. The evaluation measurements are presented in Table 5.

4.3.4. Statistical translation
For statistical translation, two methods have been evaluated: a

phrase-based translator and a stochastic finite-state transducer
(SFST). The phrase-based translation system is based on the soft-
ware released from NAACL workshops on statistical machine trans-
lation.12 The phrase model has been trained using the GIZA++
software Och and Ney, 2000 (for calculating the alignments between
signs and words) and the phrase extractor proposed by Koehn et al.
(2003). The Moses decoder13 was used for the translation process.
This program is a beam search decoder for phrase-based statistical
machine translation models. In order to obtain a 3-g language model
needed by Moses, the SRI language modelling toolkit has been used
(Stolcke, 2002).
12 http://www.statmt.org.
13 http://www.statmt.org/moses/.
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For the second method, the translation model consists of an
SFST made up of aggregations: subsequences of source and target
words aligned. The SFST is obtained from the word alignment (ob-
tained with GIZA++) using the Grammatical Inference and Align-
ments for Transducer Inference (GIATI) algorithm (Casacuberta
and Vidal, 2004). The SFST probabilities are also trained from
aligned corpora. The software used in this paper has been down-
loaded from.14

In order to evaluate the different modules, the corpus (including
only sentences pronounced by users) was divided randomly into
three sets: training, development and test, carrying out a round-ro-
bin evaluating process. Table 5 summarizes the results for rule-
based and statistical approaches: WER, PER, BLEU and NIST.

For this corpus the SFST-based method is better than the
phrase-based method. For the summative evaluation presented
in Section 4.6, statistical models were trained with the whole data-
base. Both statistical alternatives were incorporated (phrase-based
and SFST-based strategies), although only the SFST-based one was
used for the summative evaluation because of its better
performance.

4.4. Text to speech conversion

The text to speech (TTS) converter used was a commercial
one: Loquendo (see footnote 10). Loquendo TTS is speech syn-
thesis mark up language (SSML) compatible. SSML is a standard
for generating content to be spoken by a speech synthesis sys-
tem.15 It is a W3C recommendation (see W3C press release and
testimonials issued on September 8th 2004 or the full specifica-
tion at16). SSML is an XML-based mark-up language, which is
aimed at controlling text to speech conversion. The system pre-
sented in this paper used the ‘‘Jorge” Castilian voice though the
Microsoft speech API.17

4.5. System scalability and its applicability to other domains

Creating scalable natural language interfaces is a very hard task
that requires an important amount of resources (even when there
is no speech or gesture recognition involved). These resources are
necessary to model task knowledge properly. In the system pro-
posed in this paper, the main modelling requirement is language
translation. When using statistical approaches for automatic lan-
guage translation, it is necessary a big parallel corpus including a
significant amount of sentences in source and target languages
(Och and Ney, 2003; Mariño et al., 2006). On the other hand, when
considering rule-based approaches, an expert interpreter has to
spend a lot of time defining the rules of the system. LSE has a tiny
15 http://www.w3.org/TR/speech-synthesis/.
16 www.w3.org/TR/speech-synthesis/.
17 http://www.microsoft.com/speech/speech2007/default.mspx.
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Fig. 17. Combination of three different translation strategies.

12 R. San-Segundo et al. / Interacting with Computers xxx (2009) xxx–xxx

ARTICLE IN PRESS
fraction of the resources that are available for English or even
Spanish.18

Much of the effort for increasing the scope of a spoken dialogue
system is focused on generating language resources. Once these re-
sources exist, it is easier to extend the interface, specially, when
most of the system functionality is data-driven, as it is our case
(i.e. suggesting the next most likely signs, example-based and sta-
tistical translation modules). In the proposed system, there is no
formal model of the driving licence renewal process that is hard-
coded into the interface. So in that respect, considering other ef-
forts for increasing the scalability of a spoken dialogue system
(D’Haro et al., 2006; Bohus and Rudnicky, 2009), the interface is
actually highly scalable for a natural language application.

This section describes the main aspects that must be considered
when increasing the scope of the system (being able to translate
more sentences) or when applying this system to another domain.
The necessary changes affect two of the three modules that make
up the system: visual interface and language translation. The text
to speech conversion module works well for any sentence in Span-
ish, so it is not necessary to introduce any change in it.

For the visual interface, it is necessary to update the following
aspects:

� The list of glosses considered in the search. For adding a new
sign to the interface, the system needs to have a new file in a
specific path, named with the sign gloss: i.e. CAR.txt. This file
contains the sign description in SiGML, which must be repre-
sented by the avatar. This description can be generated using
the sign editor presented in Section 3. When a new file is
detected in the path, the interface updates the search with a
new gloss (file name) and the avatar can represent it. From the
SiGML, the system can obtain the corresponding HamNoSyS sign
description. This task is the most time-consuming because every
sign file must be generated by hand. For example, for generating
715 signs, one person working for 1 month was necessary. It is
true that when one sign has been generated, it can be reused
in any domain. On the other hand, the time and resources for
generating a sign are lower compared to the option of recording
a video for every sign. Section 3 has described the process for
sign generation. In this process, the new Editor developed, with
18 http://www.cervantesvirtual.com/seccion/signos/psegundonivel.jsp?conten=
presentacion.
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the possibility of translating SEA (available in the normative dic-
tionary DILSE III developed by Fundación CNSE) into HamNoSys,
has reduced the developing time by approximately 50%.

� The probabilities of the prediction tool should also be updated.
In this case, a set of sign sequences (gloss sequences), similar
to the set obtained in the parallel corpus in Section 3 is neces-
sary. These probabilities are estimated automatically. For
obtaining the corpus, three steps were necessary: the first was
the collection of the Spanish sentence which took 1 month. Sec-
ondly, these sentences were revised by one person for correcting
typing error (1 week). The last step was translating Spanish sen-
tences into LSE (in glosses and videos). For this step, it was nec-
essary for two people to work for 1 month.

In the case of the language translation module, it is necessary to
update these components:

� For the example-based translation module, the examples of the
database. These examples consist of Spanish sentences and their
corresponding translation (a parallel corpus as described in
Section 3).

� The rule-based translation module would need to develop new
rules for translating new sentences. This is a time-consuming
task because an expert must develop the rules by hand. Some
of these rules (approximately 40%) are general translation rules
and can be used in other domains, but there are a lot of them
specific to this domain. In order to give an idea, the rules used
in the system proposed were developed by one person over
3 weeks.

� For the statistical translation, it is necessary to update the trans-
lation models: these models are obtained automatically from a
parallel corpus (Section 3).

It is possible to conclude that many aspects can be updated
automatically from a parallel corpus, including sentences (in Span-
ish and LSE) related to the domain: except SiGML sign specifica-
tions and translation rules.

In order to increase the system adaptability, it will be necessary
to work on the two most demanding tasks: sign and translation
rule generation. In the case of sign generation, this paper (in Sec-
tion 3) has described a new editor for sign specification including
an SEA-HamNosys tool. With this editor it has been possible to re-
duce the time for sign generation by approximately 50%. For the
case of translation rules, the authors are considering working on
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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Table 6
Objective measurements for evaluating the Spanish generator from sign-writing.

Agent Measurement Value User reading level

High Medium–low

System Translation rate (%) 98.0 98.1 97.9
Average translation time (s) 0.001 0.001 0.001
Average time for text to speech conversion (s) 1.7 1.7 1.7
Cases using example-based translation (%) 91.9 92.2 91.6
Cases using rule-based translation (%) 8.1 7.7 8.5
Cases using statistical translation (%) 0.0 0.0 0.0
Time for gloss sequence specification (s) 18.5 17.5 19.5
# of clicks for gloss sequence specification (clicks) 8.6 7.6 9.5
Time for gloss specification (s) 7.4 6.9 7.8
# of clicks for gloss specification (clicks) 3.3 3.0 3.7
# of glosses per turn 2.5 2.5 2.5
Percentage of utility use

– List of glosses (%) 50.4 47.4 52.4
– Search by Hamnosys (%) 0.0 0.0 0.0
– List of proposed next glosses (%) 48.1 50.7 47.6
– List of last used glosses (%) 1.5 2.6 0.0
– Date (%) 0.0 0.0 0.0
– Time (%) 0.0 0.0 0.0
– Spelling (%) 0.0 0.0 0.0

# of use of the most frequent sign sequences per dialogue 0.4 0.7 0.0
# of user turn per dialogue 4.0 3.1 5.0
# of dialogues 48 26 22

– Scenario 1: having all the necessary documents 9 5 4
– Scenario 2: no having identity document 8 4 4
– Scenario 3: no having photo missing 8 4 4
– Scenario 4: no having medical certificate 8 5 3
– Scenario 5: needing to fill some information 8 4 4
– Scenario 6: wanting to pay with cash 7 4 3
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the statistical translation module in order to increase its perfor-
mance. The statistical translator and the rule-based translator are
both used as a background translation module in Fig. 17. If it is pos-
sible to achieve the same performance with both systems, the rule-
based translation could be removed from this structure, avoiding
the need of generating new rules when adapting the system to a
new domain.
19 http://camtasia-studio.softonic.com/.
4.6. Summative evaluation and discussion

The spoken Spanish generator was evaluated for complement-
ing a speech into LSE translator for driver’s licence renewal. The
speech-LSE system translates the government employee’s explana-
tions while the spoken Spanish generator developed in this work
helps deaf users to ask questions. This section includes a detailed
description of the evaluation carried out in the local traffic office
in Toledo for the renewal of the driver’s licence. In the evaluation,
government employees, and Deaf from Madrid and Toledo were
involved.

For renewing the driver’s licence (DL) at the Toledo traffic office,
users need to present a completed application form, a cash fee of
22 Euros, and a documentation including the identification docu-
ment, the old DL, a medical certificate and a photo. The new DL
is sent by mail in the next 3 months. For driving during this time,
the user receives a provisional DL. For the evaluation, the whole
user-officer interaction was carried out in the same desk.

The evaluation was carried out over 2 days. On the first day, a 1-
h talk, about the project and the evaluation, was given to govern-
ment employees (two people) and users (10 people) involved in
the evaluation. Half of the users evaluated the system on the first
day, leaving the other half for the next day. Six different scenarios
were defined in order to specify real situations: in one scenario, the
user simulated having all the necessary documents, three other
scenarios in which the user simulated not having one of the docu-
ments: Identity document, photo or the medical certificate, one
scenario where the user had to fill some information in the appli-
Please cite this article in press as: San-Segundo, R., et al. Spoken Spanish
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cation form, and finally, a scenario in which the user wanted to pay
with credit card (only cash is accepted according to existing paying
policy). The sequence of scenarios was randomly selected for each
user (different order between users).

Ten deaf users interacted with two government employees at
the Toledo traffic office using the developed system. These ten
users (six males and four females) tested the system in almost all
the scenarios described previously: 48 dialogues were recorded
(12 dialogues were missing because several users had to leave
the evaluation session before finishing all the scenarios). The user
ages ranged between 22 and 55 years old with an average age of
40.9 years. Half of the users (5 of 10 users) said that they worked
with a computer every day and the other half use a computer a
few times per week. Only half of them had a high reading level
and they are used to read glosses for sign sequence specification.
There is a strong correlation between these user characteristics:
the users who work with a computer every day generally have a
medium–high reading level and a better habit of using glosses.

The evaluation includes objective measurements from the sys-
tem and subjective information from both user and government
employee questionnaires. A summary of the objective measure-
ments obtained from the system are shown in Table 6. These mea-
surements have been obtained using a capturing software
(Camtasia studio 619) and a detailed log generated by the system.

As is shown, the good translation rate and the short translation
time make it possible to use this system in real conditions. Related
to the translation process, the example-based strategy has been se-
lected in most of the cases. This behaviour shows the reliability of
the corpus collection: the most frequent user questions were taken
down, obtaining a very good representative corpus for this kind of
dialogue. In this evaluation, it was not necessary to use the statis-
tical translation module because the rule-based module could deal
with the translation of gloss sequences not contained in the corpus.
If the system is used with a scope bigger than the corpus collection,
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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Table 7
Subjective measures for evaluating the Spanish generator from sign-writing.

Agent Evaluation measurement Mean
(0–5)

Standard
deviations
(0–5)

Government
employee

The speech is intelligible 4.0 0.0

The speech is natural 3.0 0.0
I had use the system in absence of a
human interpreter

4.0 0.7

Global assessment 4.0 0.7

Deaf users The system is fast 2.6 1.2
The system is easy to learn 2.2 2.0
The system has enough glosses 2.7 1.3
I had use the system in absence of a
human interpreter

2.1 1.7

Global assessment 2.5 1.3
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the example-based translation would be used less and the rule-
based or the statistical strategies would have to deal with new sen-
tences, thus decreasing the system performance. For future work,
the authors are considering evaluating the system in a bigger sce-
nario to see how rule-based and statistical translation can deal
with new sentences. If the new scope is an extension of the current
domain, the decrease in performance is expected to be very low
and it can be taken on. On the other hand, if the new scope is a
new domain the performance would be very low: it is necessary
to establish a new corpus collection (and a new rule generation
process in the case of using the rule-based translation).

The user needed less than 20 s to specify a gloss sequence using
the interface. This time is short considering that the user had only
few minutes to practice with the visual interface before the evalu-
ation (the little use of the most frequent sign sequences list reveals
a limited experience with the interface) and the final interface is a
bit complex. With more time for practising, this time would be re-
duced. Of course, this time is higher compared to the time needed
by an automatic sign recognition system (3–5 s) (Sylvie and Suren-
dra, 2005) but the performance is considerably better because sign
recognition technology is not yet mature enough to be accepted by
the Deaf.

Regarding the different utilities for gloss specification, it is
important to comment that the alphabetical list of glosses was
used in around 50% of the times (this result is understandable be-
cause it is necessary, at least for the first gloss, to select one letter
and pick up one gloss from the alphabetical list of glosses). The use
of one gloss predicted by the system from a popup menu (based on
the most probable sign sequences) has been used in more than 48%
of the times. This utility has been very useful in order to speed up
the gloss sequence specification process. The date, time and spell-
ing utilities have not been used because it was not necessary to
specify a date, time or proper name in the proposed scenarios.

Table 6 also shows objective measurements for two different
user groups depending on their reading level: high and medium–
low levels. Although, the differences are not very big, it is possible
to see how users with a lower reading level, need more time and
clicks for specifying the sign sequence.

The subjective measures were collected from questionnaires
filled in by both government employees and deaf users. They eval-
uated different aspects of the system giving a score of between 0
and 5 (strongly disagree–strongly agree). The questionnaires were
designed by the original group of experts. Designing question-
naires for the Deaf is complex because of three issues:

1. The first problem is deciding on the language for asking the dif-
ferent questions: LSE (using videos) or written Spanish. In this
case, the decision was to present the questions in Spanish with
translation in LSE (glosses) and having two interpreters for solv-
ing any questions.

2. The second problem was to decide the aspects to evaluate and
question design. The first idea was to reuse questionnaires
developed for evaluating Speech-based applications (Möller
et al., 2007) or Human-Computer Interaction (HCI) systems
(Brooke, 1996). Immediately, experts in LSE (Deaf) reported
the problem that for many of the concepts and words used in
these questionnaires have no translation into LSE, so many of
these concepts would be difficult for the Deaf to understand.
(i.e. questionnaires items that are difficult to translate: I thought
there was too much inconsistency in this system or I found the var-
ious functions in this system were well integrated). Because of this
aspect, the expert panel decided to reduce the number of ques-
tions, designing them based on tangible aspects (easier to
explain with examples).

3. Finally, the third aspect was the scale used: number of levels
and the names for the different levels. For the number of levels,
Please cite this article in press as: San-Segundo, R., et al. Spoken Spanish
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the expert panel decided to define an even number (six in this
case) eliminating the neutral level and forcing the user to
decide. One reason is because this neutral level is the most com-
mon refuge when a user does not understand one of the ques-
tions very well. Forcing a user to decide causes this user to
ask the interpreter more questions in order to understand all
the details. A second reason was that it is very difficult to find
deaf users for evaluating this kind of system and the authors
wanted to obtain the best feedback with a small number of
users. As regards the label for the different levels, the final deci-
sion was to specify six numerical levels providing information
for the level 0 and 5 (strongly disagree, strongly agree). Defining
labels for all the levels is a difficult problem because the differ-
ences between consecutive levels cannot always be described
properly using LSE. There is a high probability that the nuances
were not perceived by a deaf person, while a numerical scale is
easier to understand.

The main results are presented in Table 7.
The government employees have assessed both speech intelligi-

bility and naturalness well. The system uses the male voice ‘‘Jorge”
of Loquendo TTS. The users gave a reasonable score to the visual
interface but they also reported some problems:

� The first comment is that there was not enough time to practice
with the system. It is not possible to learn all utilities in just a
few minutes. This aspect can be also associated to the interface
complexity.

� Another significant problem is that gloss notation is not yet
standardized enough for LSE: one sign can be represented by
two glosses (i.e. the sign ‘‘YO” (‘‘I”) can be represented by ‘‘YO”
or by ‘‘MI” (me)).

In order to solve the second problem, some users suggested
incorporating a sign selection mechanism based on images or gifs
(small animations). This possibility was considered during the
interface design but it was ruled out because the reasons presented
in Section 4.1: Deaf associate this kind of interface to children,
mentally disabled people or people with learning disabilities. It is
very important to avoid this kind of association because, tradition-
ally, deafness has been associated to people with learning prob-
lems but this is not true. The use of sign languages defines Deaf
as a linguistic minority, with learning skills, cultural and group
rights similar to other minority language communities (Key and
Allsop, 1997; Leeson et al., 2005).

Another alternative for the gloss notation ambiguity is using
SEA or HamNoSys for writing the sign sequence. This alternative
was discarded during the design because these two notation sys-
generation from sign language. Interact. Comput. (2009), doi:10.1016/
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tems are very useful for sign description but they are not well
known by the Deaf.

In order to report more information on the user evaluation,
Fig. 19 shows the distribution of the number of users versus the
overall assessment provided. This analysis reveals two different
perceptions about the use of new technologies. Analysing the im-
pact of the user reading level on the subjective evaluation, it is
shown that users with a lower reading level evaluated the system
with a worse score for all the items: three of the four users that as-
sess the interface with a global score of one (0–5 scale) have a
medium–low reading level. Table 8 shows subjective measure-
ments for two different user groups depending on their reading le-
vel: high and medium–low levels.

Table 9 shows the Spearman’s correlation between deaf user
evaluation and their background: computer experience, confidence
with written Spanish and using glosses. This table also includes p-
values for reporting the correlation significance. Because of the
very low number of data and the unknown data distribution, the
Spearman’s correlation has been used. This correlation produces
a number between �1 (opposite behaviours) and 1 (similar behav-
iours). A 0 correlation means no relation between these two
aspects.

As it is shown, all the evaluation measurements correlate posi-
tively with all user characteristics, except with ‘‘the system has en-
ough glosses”. In this case, the correlation is close to zero
(uncorrelated aspects). Generally, a better computer experience,
a better confidence with written Spanish, and a better confidence
using glosses for sign-writing, are correlated to a better system
evaluation. The confidence with written Spanish and the confi-
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Fig. 19. Distribution of users versus global assessment.

Table 8
Subjective measures depending on the user reading level.

Agent Evaluation measurement User reading level

High Medium–low

Deaf users The system is fast 3.2 1.8
The system is easy to learn 3.2 0.8
The system has enough glosses 2.7 2.7
I had use the system in absence
of a human interpreter

3.0 0.8

Global assessment 3.2 1.5

Table 9
Analysis of correlations between deaf user evaluation and their background.

EVALUATION MEASUREMENT Computer experience

The system is fast 0.18 (p>0.500)
The system is easy to learn 0.48 (p=0.135)
The system has enough glosses -0.12 (p>0.800)
I’d use the system in absence of a human interpreter 0.47 (p=0.140)
GLOBAL assessment 0.37 (p=0.230)
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dence with glosses are the characteristics that better correlate with
the user evaluation for all measurements. As regards the evalua-
tion measurements, the use of the system in the absence of a hu-
man interpreter and the overall evaluation, have been the
measurements with the higher correlation with the user
background.

Finally, an interesting suggestion from users was to implement
a mechanism to synchronise both systems: the Spanish into sign
language translation system and the spoken Spanish generator
from LSE. The main idea is to avoid the government employee
speaking while the user is compiling the gloss sequence. The posi-
tion of both government employee (with the microphone) and user
is shown in Fig. 18.
5. Main conclusions

This paper has presented the first spoken Spanish generator
from sign-writing of Spanish sign language (LSE: Lengua de Signos
Española). This system consists of an advanced visual interface
where a deaf person can specify a sequence of signs in sign lan-
guage, a language translator (for generating the sequence of words
in Spanish), and finally, a text to speech converter. The visual inter-
face allows a sign sequence to be developed using several sign lan-
guage alternatives. The analysis and the design process of this
interface have been described in detail, reporting very useful infor-
mation for designing visual interfaces for the Deaf. For language
translation, three strategies were developed and combined to
implement the final version of the language translator module.
The paper also includes an analysis about the system scalability:
what elements should be updated when changing the domain
and an estimation of the effort required.

In the summative evaluation, the system performed very well in
language translation (2.0% word error rate). The users gave a rea-
sonable positive score but some problems related with the time
for practising and with the level of gloss standardization were re-
ported. The user needed less than 20 s to specify a gloss sequence
using the interface. This time is low considering that the user had
only few minutes to practice. This time is higher compared to the
time needed by an automatic sign recognition system (3–5 s) but
the performance is considerably better.

Secondly, this paper also has described the first Spanish-LSE
parallel corpus for language processing research focusing on spe-
cific domains: The renewal of the identity document and driver’s
license. This corpus includes 4080 Spanish sentences translated
into LSE. This corpus also contains a sign database including all
sign descriptions in several sign-writing specifications: Glosses,
HamNoSys and SEA: Sistema de Escritura Alfabética. This sign
database includes all signs in the parallel corpus and signs for all
the letters (necessary for word spelling), numbers from 0 to 100,
numbers for time specification, months and week days. The sign
database has been generated using a new version of the eSign edi-
tor. This new version includes a grapheme to phoneme system for
Spanish and a SEA-HamNoSys converter. Most of the signs gener-
ated (around 70%) were included in the Fundación CNSE dictionary
so the SEA description was available and the HamNoSys notation
Confidence with written Spanish Confidence with glosses

0.62 (p=0.080) 0.62 (p=0.080)
0.62 (p=0.080) 0.62 (p=0.080)
0.00 (p>0.800) 0.00 (p>0.800)
0.69 (p=0.051) 0.69 (p>0.051)
0.64 (p=0.060) 0.64 (p>0.060)
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Fig. 18. Different photos of the evaluation process at the Toledo Traffic Office.
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(needed to represent the sign with the eSIGN avatar) was gener-
ated automatically using the SEA-HamNoSys converter. In all these
cases, the SEA-HamNoSys conversion tool has been very useful be-
cause it has reduced significantly the design time, by approxi-
mately 50%.

6. Future work

In order to define the future work, the same group of experts
that designed the interface have analysed the evaluation results.
There is a lot of work to do in order to improved the interface. Spe-
cial attention must be paid on deaf users with low experience
using the computer, or low confidence with written Spanish or
glosses. From this analysis, this group has proposed new changes
for the next version of the interface:

� The first change is to remove the searching tool based on Ham-
NoSys from the interface. From the results, it has been demon-
strated that this standard is not known by the Spanish Deaf.
Perhaps, this tool can be incorporated into a submenu, but in
any case, it can appear in the main window.

� The proposal for the list of the last five introduced glosses is also
to remove it from the main window, leaving more space for
other tools.

� It is true that using pictures for sign search has several problems
as reported in 4.1, but it is possible to incorporate icons into
some of the tool buttons, specifically in five buttons: SIGNAR
(for representing the whole sign sequence), BORRAR (to delete
the last sign), BORRAR TODO (to delete the whole sign
sequence), DELETREO (to change to the spelling state), and HAB-
LA (for speaking the Spanish sentence).

� The sponsor logos should be included only in promotional
events but for real use, they must be removed (or drastically
reduced in size).

Another aspect considered to improve the interface is to per-
form experiments with deaf users to see how they would classify
the key concepts involved in the application. These experiments
can be done using the Card Sorting methodology20 (Akerelrea and
Zimmerman, 2002).
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