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ABSTRACT
This paper contributes to the field of affective video content analysis
through the novel employment of electrodermal activity (EDA)
measurements as ground truth for machine learning algorithms.
The variation of the electrical properties of the skin, known as
EDA, is a psychophysiological indicator widely used in medicine,
psychology and neuroscience which can be considered a somatic
marker of the emotional and attentional reaction of subjects towards
stimuli. One of its main advantages is that the recorded information
is not biased by the cognitive process of giving an opinion or a
score to characterize the subjective perception. In this work, we
predict the levels of emotion and attention, derived from EDA
records, by means of a small set of low-level visual descriptors
computed from the video stimuli. Linear regression experiments
show that our descriptors predict significantly well the sum of
emotion and attention levels, reaching a coefficient of determination
R2 = 0.25. This result sets a promising path for further research on
the prediction of emotion and attention from videos using EDA.
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1 INTRODUCTION AND PREVIOUS WORK
The question of how humans react towards stimuli has been ad-
dressed from many and varied perspectives. Psychology, medicine,
neuroscience and even marketing are some of the fields which have
shown the most interest, particularly in exploring the mechanisms
of emotion and attention. According to the so-called ABC model
of attitudes [3, 7, 22] of social psychology, our “predispositions to
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respond to some classes of stimuli” or attitudes [38], comprise three
components: affect, behavior and cognition. These, in turn, at a sim-
ple level can be related to emotion (affect) and attention (behavior
and cognition).

Emotion and attention are some of the oldest fields in psychology
and they still keep on receiving even increasing interest [28, 36].
The “golden years” of emotion research [20] began with the famous
Darwin’s 1872 publication of The Expression of the Emotions in Man
and Animals [11], one of whose contributions was the proposal of a
set of basic emotions common to all species and cultures. Likewise,
the earliest psychological research works on attention were carried
out by the end of the XIX century by Wilhelm Wundt and William
James, who defined attention as “taking possession by the mind, in
clear and vivid form, of one of what seem several simultaneously
possible objects or trains of thought” [24]. The definition of emotion,
however, is not easy and there is no consensus about it [35]. Many
attempts have been done to define emotion, from the first one by
James in his essay What is an emotion? [23] to more recent ones
[40]. Since proposing a new definition is clearly out of the scope
of this paper, for plainness we will pick a simple but enlightening
one, given by Antonio Damasio in his celebrated Descartes’ Error :
emotion is “a collection of changes occurring in both brain and
body, usually prompted by a particular mental content” [10].

So as to study emotion and attention as well as other mind expres-
sions, there exists a wide range of methods. The last few decades
have seen the development of sophisticated measures of the central
nervous system (CNS) activity, like hemodynamic and magnetic
responses (fMRI), which have yielded revolutionary findings [9].
However, autonomic peripheral electrical measures have also been
successfully employed as indicators of psychological states. In par-
ticular, electrodermal activity (EDA), also known as galvanic skin
response (GSR), has been one of the most extensively utilized meth-
ods in psychophysiology [14] after it was first measured by Féré
more than 125 years ago [15]. Essentially, electrodermal activity
refers to the variation of the electrical properties of the skin due to
the secretion of sweat by eccrine glands. Such secretion is under
the control of the sympathetic autonomous nervous system (ANS)
which, in turn, is influenced by the CNS. What is of most interest in
this context is that these electrical variations are considered somatic
markers of emotional and attentional expressions, among others
[6, 14, 41].

The literature and history of electrodermal activity is fruitful
and long, as the 1973 book Electrodermal Activity in Psychological
Research reflects [37]. EDA has been applied in multiple fields: for
instance, in medicine it has been used to predict symptoms of
pathologies like schizophrenia [45]; in psychology to demonstrate
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that fear responses do not require consciousness, studying elicited
EDA when subjects were shown very shortly pictures of spiders
and snakes [32]; and far from being given up, today it has found
a perfect ally in neuroscience [47]. Besides, the modern fields of
consumer neuroscience and neuromarketing are making extensive
use of EDA, as it is reviewed and validated in [26, 48].

Within this context, a new neuromarketing technology based on
EDA, Sociograph [1, 29], emerged aiming at analyzing the emotional
and attentional response of groups during specific activities, for
example the visualization of audiovisual content. Sociograph is a
combination of hardware and software able to register the EDA of
up to 128 subjects and process the signals to output a single response
referred to as group electrodermal activity (EDAg), related to the
emotion and attention experienced by the subjects while they watch
the videos.

Whereas the above mentioned approaches typically analyze the
psychophysiological reactions to stimuli, in this paper we propose
focusing on the stimuli side, videos in this case, considering the
reactions as ground truth. We aim at analyzing the potential of
low-level characteristics of videos for predicting affective reaction
they evoke in the viewers and, as an ultimate goal, to find out how.
More specifically, we train a linear regression model using low-level
visual descriptors as features and the EDAg as ground truth for the
emotion and attention elicited by the videos.

While it is true that emotion and attention are largely influenced
by the semantics and the narrative structure of movies [46], formal
aspects like film editing also play a key role in how the spectators
react, as classics of film-making literature explain [5, 34]. By way of
illustration, it is well-known that colors have a strong influence on
the emotions [8]. Moreover, we can find grounds for this approach
in psychology as well, in the theories on the primacy of affect
over cognition proposed by Zajonc [50], who even gave a name,
preferenda, to those features intrinsic to stimuli which interact more
readily with affect, without interference of cognition.

Earliest works employing EDA in the context of visual stimuli
date back to 1993 when Lang et al. validated its use to characterize
the emotions reported by subjects when watching pictures [27]. A
similar validation with video content was carried out more recently
in [18]. In [43] EDA and content-based descriptors were brought
together to model arousal and valence provided by spectators. The
MAHNOB-HCI data base [44] and DEAP [25] included EDA record-
ings together with EEG and other physiological signals from 20
videos and 40 music videos respectively. However, typical uses of
these data bases are on predicting the EEG signal, whereas very
few attempts have been done to model the EDA responses through
content-based audiovisual descriptors [4]. Therefore, to our knowl-
edge, this is one of the first approaches to the problem of affective
video content analysis using EDA ground truth data and a set of
low-level visual features.

2 EDAG AS GROUND TRUTH
Electrodermal activity can be measured by placing a pair of elec-
trodes on the surface of the skin, usually on the fingers. Then, by
applying a small current, one can record the voltage across the
electrodes, which will vary directly with the skin resistance. This
method is called exosomatic and is the most widely used [19], but it

is also possible to follow its reciprocal endosomaticmethod. Changes
on the skin resistance depend immediately upon the amount of
sweat within the sweat ducts, which can be regarded as a set of
variable resistors wired in parallel [14]. In turn, such eccrine sweat-
ing (sometimes referred to as emotional sweating [2]) is controlled
by the sympathetic innervation which transmits impulses from the
CNS as autonomic responses related to “mind components such as
emotion, preparation to action and vigilance processes” [41].

EDA is most often treated as the superimposition of two compo-
nents: tonic and phasic activity. Tonic activity (slow changing) is
usually referred to as skin conductance level (SCL) or EDL. It ranges
from 2–20 microsiemens [µS] depending on the subject. Phasic ac-
tivity (fast changing) is usually referred to as skin conductance
response (SCR) or EDR and arises as higher frequency variations
on top of SCL. Higher SCL is indicative of increased sympathetic
activation or alertness, which denotes more attention and predis-
position to receive and analyze information. SCR peaks originate
in the presence of relevant stimuli and are indicative of higher
emotional state [37], i.e. higher arousal. Additionally, SCR can be
elicited in the absence of a stimulus and it is referred in this case
as spontaneous or non-specific (NS) activity [14, 41], which can be
considered as noise in the measure [30]. In this regard, one of the
advantages of the integration of the skin conductance measured
on multiple subjects carried out by Sociograph is that it allows
removing most NS responses. By way of better illustration of EDA
signals, two examples of possible recordings are shown in Figure 1.

Figure 1: Two hypothetical EDA recordings during a 20-
second period of rest and 3 subsequent stimuli (arrows). SCL
can be identified as the slow changing waves and SCR as
the peaks originated after the stimuli. The rest of the peaks
would correspond to NS-EDA. The figure is taken from [13].

In order to collect ground truth data for the present study, the
EDAwas measured on 22 subjects, 10 men and 12 women, with ages
between 21 and 59 years old, while they watched a concantenation
of videos. The data set consists of 44 videoswith an average duration
of 44 seconds (σ = 21) which belong to the awarded spots at the 2002
Cannes International Advertising Festival. The whole sequence of
spots was projected in a movie theater while the EDA was recorded
on each subject by means of the Sociograph device. Note, however,
that for the present analysis the signals of each spot are considered
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separately. For each of them, Sociograph integrates the signals
from all the participants and outputs the separate SCL and SCR
signals, which represent, respectively, the attentional and emotional
activation of the group along the video with a 95 % confidence. In
order to annotate the videos, 3 metrics were computed for each of
them as ground truth:

• Standardized average rate of change of the SCL (∆SCLav ):
it represents the average global attention captured along the
duration of the video, normalized as standard scores.

• Standardized average SCR (SCRav ): it represents the average
emotional activation elicited by the whole video, normalized
likewise.

• Sum of∆SCLav and SCRav (SUM): as a sum of both previous
activation measures, it can be regarded as an indicator of the
global impact prompted by the video as it combines emotion
and attention responses.

For the sake of readability, we will refer to these metrics simply
as attention or SCL for ∆SCLav , emotion or SCR for SCRav and
(global) impact for SUM.

3 VISUAL DESCRIPTORS
The core element of the task we are addressing, namely the auto-
matic prediction of the attention and emotion elicited by videos, is
the set of visual descriptors. Although there are many factors play-
ing a role in the success of assessing the affective value of videos,
such as the machine learning algorithms or the quality of the anno-
tations, the chances are that the strongest influence corresponds
to the choice of the features and their reliability to represent what
they aim.

We have extracted 31 low-level visual features overall. Our set of
descriptors is a blend of very simple features and some slightly more
complex ones inspired by previous works on automatic assessment
of perception [12, 31] and by cinematographic and photographic
aspects [5]. Some descriptors are statistical metrics (mean, devia-
tion, etc.) of the distribution along the video of certain frame-level
characteristics while others directly consider all the frames at once
or are intrinsically related to the temporal nature of videos. In order
to more clearly present an overview of the extracted descriptors
we have organized them into 9 families:

(1) Intensity: statistical features describing the brightness of the
frames.

(2) Hue: statistical features related to the hue channel of the
frames after conversion to the HSV color space.

(3) Saturation: statistical features related to the saturation chan-
nel of the frames after conversion to the HSV color space.

(4) Entropy: statistical features related to the entropy of the
frames, as a measure of the amount of texture. Also, there
are descriptors related to the amount of low-entropy (highly
monochromatic) frames.

(5) Temporal segmentation: features describing the number and
duration of shots.

(6) Frame-level colorfulness: statistical features about the color-
fulness of the frames, which refers to the degree of utilization
of richly varied colors and is computed by comparing the
frame color histogram to a uniformly distributed histogram
of an ideally multicolored image.

(7) Video-level colorfulness: similar to the frame-level version,
but considering all the pixels of the video at once for com-
puting the histogram.

(8) Color profiles: features characterizing the similarity of the
colors within the video to eight predefined colors: red, green,
dark blue, light blue, cyan, violet, brown and gray.

(9) Rule of thirds: features related to the degree of utilization of
the rule of thirds (a well-known photographic composition
rule) to place imaginary horizontal lines within the image.

The full list and some details about the definition and the compu-
tation procedures of the descriptors has been included for complete-
ness in Appendix A. Some of these features have been validated
for aesthetics recognition in [16], where more details can be found
and a comparison of their performance was presented in [21].

4 REGRESSION EXPERIMENTS AND
DISCUSSION OF RESULTS

The most ambitious (but also most challenging) goal we can ad-
dress with these data is predicting the values of SCL, SCR and SUM
by means of regression. There exists a wide variety of regression
algorithms, but rather than looking for the highest performance
method, our main goal is first demonstrating that it is possible to
predict these biometric measurements identified with attention and
emotion making use of a small set of low-level visual descriptors
extracted from videos. For this reason and given also that the data
set is not very large we opt for performing least squares linear
regression, one of the simplest regression methods. Besides, sim-
plicity in this case plays in favor of interpretability, which is a very
desired property in this type of problem.

4.1 Feature Selection
Nonetheless, we do not simply perform linear regression directly
on the data set, but we carry out a careful procedure of feature
selection in order to reduce the dimensionality of the data set,
discard the less relevant descriptors and make the predictions with
the most suitable feature subsets. For this purpose we propose a
cross-validated filter-based feature selection scheme that uses a
correlation metric to rank the features.

Given a set of N examples (videos)X consisting of D dimensions
(descriptors), and their corresponding annotations Y , the steps of
the feature selection procedure are the following:

(1) Compute the sample cross correlation between Y and every
feature j:

rxyj =

∑N
i=1 Xi jYi√∑N

i=1 X
2
i j
∑N
i=1 Y

2
i

(2) Convert the correlation into an F-statistic according to an
F-test:

Fj =
(R2j − R2r )(N − k)

(1 − R2j )m

where:
R2j : coefficient of determination of each unrestrictedmodel,
consisting of one single coefficient (corresponding to one
descriptor). It is equal to r2xyj for simple linear regression.

916



Emotion and attention: predicting electrodermal activity through video visual descriptors WI ’17, August 23-26, 2017, Leipzig, Germany

Figure 2: Block diagram of the whole experimentation process, showing the details of one of the leave-one-out evaluation
folds for better illustration. Within each evaluation fold, the train set is used to perform a feature selection procedure which
eventually yields an optimal feature subset according towhich the remaining test example is transformed and evaluated. Same
operations are carried out in every fold so as to get predictions of every video and obtain overall performance measures.

R2r : coefficient of determination of the restricted model, in
this case a constant regressor (baseline prediction), there-
fore equal to zero.
k : number of estimated coefficients in the unrestricted
model, 1 in this case.
m: number of restricted coefficients, 1 in this case.

Therefore:

Fj =
r2xyj

(1 − r2xyj )
(N − 1)

Fj can be interpreted as a measure of the benefit that is
gained by using feature j for predicting Y in comparison to
simply predicting by the average (constant regressor). The
p-values of the F-statistic are also computed here.

(3) Rank the features according to Fj and create D subsets of
features Xd , each containing the d = 1, 2, ...,D features with
highest Fj .

(4) Perform leave-one-out cross-validation on the D subsets in
order to obtain the most suitable subset of features in terms
of the mean squared error (MSE) of linear regression.

4.2 Evaluation
Finally, we test the generalization performance of the whole model
through leave-one-out evaluation due to the inconvenience of cre-
ating a separate test set in view of the reduced number of examples.
Therefore, on each fold of the leave-one-out we use all but one
training examples to derive a reduced feature subset through the
feature selection procedure described above and train the linear
regression algorithm. Then, a prediction on the remaining test ex-
ample is made (Figure 2). Note that each fold of the evaluation
consists of different training examples and will potentially select
different feature subsets. We will take advantage of this information
and will provide a detailed analysis of the most valuable descriptors
in Section 4.4.

Additionally, one last experiment was performed by training the
algorithms with the whole set of data, which would be the model
employed to predict new examples. Then, it is possible to interpret
this model in terms of both the selected descriptors and the weights
assigned by the linear regression. Besides, the train results can be
considered an optimistic reference for the performance with this
method.

Attention (SCL) Emotion (SCR) Gl. impact (SUM)
MSE R2 MSE R2 MSE R2

Test 1.29 0.00 0.93 0.06 1.49 0.25
Train 0.88 0.09 0.68 0.30 1.10 0.45
Ref. 0.98 0.00 0.98 0.00 1.99 0.00

Table 1: Mean squared error (MSE) and coefficient of deter-
mination (R2) of the results from the leave-one-out evalu-
ation (Test in the table, for short) and from the baseline
dummy prediction (Ref.).

4.3 Discussion
By analyzing Table 1 and Figure 3 we can draw several conclusions:
First of all, the global impact (SUM) is the variable that is best
predicted. The coefficient of determination for this metric is 0.25,
which denotes a significant improvement over the baseline and
the mean squared error is significantly lower than the baseline
as well. Qualitatively, Figure 3c also shows that the predictions
match reasonably well the ground truth annotations. In turn, the
prediction of emotion (SCR) provides also an improvement over the
baseline, but at a much lower scale than the case of SUM. Finally,
no improvement has been achieved when predicting the attention
(SCL), especially because the regressors have troubles to predict
the extreme values, as shown in the figure.
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(a) Attention (SCL) (b) Emotion (SCR) (c) Impact (SUM)

Figure 3: Prediction (in blue) of the 3 global values for each of the videos after leave-one-out regression with the correspond-
ing feature selection procedure. The actual values of the annotations are also shown in red and are sorted to facilitate the
interpretation.

Even though a coefficient of determination of 0.25 might seem
far from its theoretical maximum of 1 (perfect prediction), it should
not be considered a poor performance. It is important to recall that
we are predicting attention and emotion, considered subjective ele-
ments of perception, by means of only low-level visual descriptors.
It would be too ambitious aspiring to reach a close-to-perfect pre-
diction, since that would mean that neither the aural characteristics
(music, sounds, dialogues, etc.) nor the high-level semantics and
the narrative structure of the videos have any influence on our
perception. Thus, the relevance of these results lies in the fact that
it has been indeed possible to explain some of the EDA variance.
One proof of the challenging nature of the problem is that the train
results do not achieve very high performances either, as it is shown
in Table 1.

We can put forward several reasons why SCL could not be pre-
dicted and SCR results are modest. One is that predicting the tonic
(SCL) and the phasic (SCR) electrodermal activity is challenging
because they reflect very subtle and not very general reactions to-
wards stimuli, which seems not to be the case when both metrics are
brought together as the SUM metric. Another probable explanation
is that these descriptors might indeed be useful for better predicting
SCL and SCR, but linear regression is not powerful enough as it
is highly probable that the correlation with these features is non-
linear. Besides, the feature selection algorithm is univariate, so it
does not explore combinations of descriptors in depth, but it only
takes into consideration individual linear correlations. Note that
the use of simple methods is deliberate due to the early stage of the
research in this field and for interpretability reasons.

4.4 Analysis of descriptors

Attention (SCL) Emotion (SCR) Impact (SUM)
Mean 4.16 2.93 5.45

Median 1 2 5
Std. Dev. 4.35 2.00 0.81

Table 2: Mean, median and standard deviation of the sizes
of the feature subsets selected in the folds of the leave-one-
out evaluation. Significant consistency differences can be ob-
served between the three metrics.

One very interesting analysis that can be carried out is looking
at the descriptors and trying to infer which of them are most useful
for the predictions. For this purpose we can take advantage of the
output of the feature selection algorithm. Let us recall that the
feature selection procedure is applied to 44 different data sets or
partitions, one for each fold within the leave-one-out evaluation.
Each time, the correlation-related metric Fj is potentially different
for each descriptor, as well as the rank and the final feature subset
selected after cross-validation.

By analyzing the sizes of the feature subsets selected across
the folds, presented in Table 2, one can make some observations
which are in line with the performance results analyzed before. The
evaluation of attention yielded very different feature subsets in view
of the statistics, with a high standard deviation and dissimilar mean
and median. This is another symptom of the poor performance with
this metric. Conversely, the evaluation of emotion and global impact
provided more regular feature subsets, the mean and the median
are similar and especially in the case of global impact (SUM) the
deviation is particularly low, which is an indicator of consistency in
the most useful descriptors. This is translated into good prediction
results, as presented before.

Another interesting branch of the descriptors analysis is looking
at the 10 best features in terms of the average F-statistic across the
folds (Tables 3, 4 and 5). Again, in the case of attention this analysis
offers more evidence of the challenging problem of predicting it: F-
statistics are not high, the p-values give low confidence and only one
descriptor seems to have relatively high correlation. This suggests
again that perhaps a multivariate feature selection technique that
explores more complex combinations of features could be of help.
The converse case appears in the case of emotion and global impact,
where Fj and their p-values suggest higher correlations and better
confidence. For the emotion most folds select only the two best
descriptors, whereas for the global impact five of them seem to be
quite useful most times and indeed provide good predictions. Also
in the case of emotion distinct combinations of descriptors could
possibly yield bigger subsets and better results. Another observation
in this regard is that many of the best descriptors (especially the
two best ones) coincide in both emotion and global impact, but
global impact, as the sum of attention and emotion interestingly
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Descriptors Avg. Fj Avg. p-val Sel. Coef.
mean_cuts_min 4.46 (0.65) 0.043 100 % 0.308

num_cuts 2.90 (0.44) 0.100 41 % -
violet 1.47 (0.36) 0.240 43 % -

mean_hrot_ut 1.50 (0.32) 0.234 39 % -
brown 1.14 (0.31) 0.300 41 % -

std_intensity 1.11 (0.33) 0.307 41 % -
green 1.12 (0.31) 0.306 18 % -

darkblue 1.05 (0.28) 0.320 18 % -
mean_hrot_lt 0.97 (0.29) 0.342 14 % -

std_hrot_lt 0.92 (0.31) 0.356 16 % -
Table 3: Information about the 10 visual descriptors (first
column) with highest correlation with respect to the atten-
tion (SCL). The columns show: The average F-statistic (stan-
dard deviationwithin parentheses) across all the folds of the
leave-one-out evaluation, the average p-value, the percent-
age of folds where the descriptor was included in the subset
selected by the feature selection scheme and the coefficients
estimated by the linear regression algorithm of the selected
descriptors when trained with all the available data.

Descriptors Avg. Fj Avg. p-val Sel. Coef.
std_intensity 13.56 (1.25) 0.001 100 % 0.361
std_hrot_lt 10.32 (1.15) 0.003 98 % 0.262
std_hrot_ut 8.84 (0.98) 0.005 23 % -

mean_hrot_lt 5.24 (0.66) 0.029 16 % -
std_colourfulness 4.37 (0.66) 0.046 11 % -

std_saturation 4.14 (0.64) 0.052 20 % -
red 3.13 (0.53) 0.088 5 % -

main_colour1_pct 2.83 (0.46) 0.105 7 % -
mean_hrot_ut 2.68 (0.42) 0.113 9 % -

main_colour2_pct 2.01 (0.52) 0.172 5 % -
Table 4: Information about the 10 visual descriptors with
highest correlation with respect to the emotion (SCR). See
the description of the columns in Table 3

Descriptors Avg. Fj Avg. p-val Sel. Coef.
std_intensity 11.14 (1.12) 0.002 100 % 1.305
std_hrot_lt 8.61 (1.05) 0.006 100 % 0.810
num_cuts 4.38 (0.52) 0.045 100 % 0.326

std_hrot_ut 3.49 (0.79) 0.075 95 % -0.678
std_saturation 2.87 (0.48) 0.102 98 % -0.866

mean_cuts_min 2.60 (0.41) 0.118 25 % -
red 2.38 (0.45) 0.136 14 % -

brown 1.95 (0.39) 0.176 2 % -
main_colour1_pct 1.91 (0.45) 0.184 5 % -

green 1.66 (0.34) 0.211 0 % -
Table 5: Information about the 10 visual descriptors (first col-
umn) with highest correlation with respect to the attention
(SUM). See the description of the columns in Table 3

incorporates some of the best descriptors for attention, like those
related to the cuts (change of shot).

Finally, take advantage of having performed predictions through
linear regression and analyze its estimated coefficients (reported in
the last columns of Tables 3, 4 and 5) when training the algorithm
with all the available data. Therefore, wewill look again at themodel
we would use to predict new data. The first interesting observation
is that the feature selection algorithm selected the same descriptors
as in most of the folds, especially in the cases of emotion and global
impact, which is in line with the consistency shown. For simplicity
we will analyze only the global impact (SUM) coefficients, since it
turned out to be the most successful one and it is the model with a
bigger subset.

In Table 5 we can observe that five descriptors were selected,
three of them got positive coefficients and two negative ones. For
example, the descriptor that describes the variation of the intensity
along the video (std_intensity) has a significantly high coefficient,
which can be given the interpretation that wide variations in the
brightness (intensity) along the video elicit higher emotional and
attentional impact on the viewers. The same applies, but at a lower
scale, with the number of cuts (num_cuts) and the variation in
the utilization of the rule of thirds at the lower third (std_hrot_lt).
Surprisingly, the converse behavior appears with the upper third
(std_hrot_ut). Finally, according to the coefficient assigned to the
variation of the saturation (std_saturation), it is suggested that low
variation, i.e. constancy, in the saturation elicits more impact.

5 CONCLUSIONS
While electrodermal activity (EDA) has been used for long time
in psychology and medicine, and more recently in neuroscience
and neuromarketing, as a way of measuring the reaction of people
towards stimuli, little research has been devoted by the affective
computing field to the stimuli side relying on EDA as ground truth
for emotion and attention assessment. In this paper the stimuli are
videos and we investigate if it is possible to predict EDA responses
in a group of people by means of the visual characteristics of the
videos.

We make use of Sociograph, a neuromarketing technology that
integrates the EDA responses of many individuals and derives, for
each video, a value of attention (SCL), emotion (SCR) and global
impact (SUM). Then, we extract a set of low-medium level visual
descriptors from the videos and train linear regression to predict
the EDA responses.

Through the experiments we have shown that there is some
correlation between certain visual descriptors and EDA because it
is possible to predict with reasonable confidence the SUM measure,
considered an indicator of the global impact in terms of emotion
and attention. In particular, we have achieved a coefficient of de-
termination of 0.25 with linear regression. This demonstrates that
visual characteristics of videos, such as the brightness, color, the
changes of shot or the composition, among others, have an influ-
ence on the automatic and unconscious emotional and attentional
reactions. An analysis of the most valuable descriptors according
to the feature selection algorithm has been also provided.
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The relationship between visual descriptors and other kind of
subjective information like aesthetics or appeal reported deliber-
ately by participants via a score, for instance, had been already
demonstrated in previous works [16]. However, finding some cor-
relation with EDA has a great interest because it is a psychophys-
iological reaction controlled by the autonomous nervous system,
thus it is automatic and is directly related to actual emotional and
attentional activation, avoiding the implicit bias of opinions and
judgments.

Correlation between the set of visual descriptors and SCL and
SCR was not so clear as in the case of SUM. One explanation for
this is that these measures alone reflect subtleties that are more
difficult to capture by simple methods and a relatively small set of
features. Therefore, one of the next challenges for the future re-
search will be to define new descriptors and methods with potential
to describe and predict with higher accuracy emotion (SCR) and
attention (SCL) alone. Furthermore, it will be interesting to explore
the correlations of aural descriptors with EDA (they already proved
to be significantly useful for video aesthetics assessment [17]) and,
of course, perform the experiments on larger and assorted data
sets. It will be also very interesting to address the task of modeling
the continuous evolution of EDA along videos, paying attention
to the descriptors that elicit instantaneous emotional changes, for
instance, represented by the phasic activity (SCR).

The chances are that EDA becomes a popular measure of ground
truth annotation for video content analysis in future research, since
it is a relatively straight-forward and non-expensive method for
capturing the emotional states of the human mind, in comparison
to more complex methods like fMRI. With this work we have shed
some light on the kind of visual descriptors and methods that can
be useful to predict EDA, as a somatic marker of the reaction of
viewers to visual stimuli.
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A DETAILS ON DESCRIPTORS
This appendix aims at giving more details about the low-level visual
descriptors extracted from the videos for this research. Similarly
as in Section 3 we will present these details by organizing the
descriptors into 9 families.

A.1 Intensity
Intensity can be also referred to as brightness. In a picture or frame
it is the average value of the pixels of the gray-scale version of
the image. Then, such image-level characteristic is extended to the
video level by computing the following statistics:

• mean-intensity: average intensity along all the frames of the
video.

• std-intensity: standard deviation of the intensity.

A.2 Hue
Hue is one of the channels of the well-known color space HSV [42].
Roughly speaking, hue allows identifying colors by an angle from
0 to 360 degrees. As in the case of the intensity, we compute the
following statistics:

• mean-hue: average of the pixel values of the hue channel of
every frame in a video.

• std-hue: standard deviation of the hue channel.

A.3 Saturation
Saturation can be thought as a parameter that measures the purity
of the color, i.e. how close to gray a color is. It is expressed as a
percentage, being 100 % fully saturation and 0 % a gray tone and
corresponds to the S channel of HSV. Again, we obtain the average
saturation and the standard deviation along the whole video:

• mean-saturation: average of the pixel values of the saturation
channel of every frame in a video.

• std-saturation: standard deviation of the saturation channel.

A.4 Entropy
Since entropy is a statistical measure that refers to the randomness
of a variable, applied to images it can describe texture. Four features
related to entropy are computed:

• mean-entropy: average entropy along all the frames of the
video.

• std-entropy: standard deviation of the entropy.
• pct-low-entropy-frames: percentage of low entropy frames. A
frame can be regarded as a low entropy one when its entropy
value is below a particular threshold. This feature is designed
to capture those commercials that insert some extra frames
with monochromatic background at the end of the video to
show, for instance, the brand logo or any other information.

• low-entropy-end: a binary feature that states if the end of
the video (i.e. last 10% of frames) is mainly formed by low
entropy frames, as previously described. For this feature to
be set as 1 at least 85% of ending frames must have low
entropy.

A.5 Temporal segmentation (cuts)
Temporal segmentation is in film-making and publicity the basis
of montage, the editing technique that allows the creation of most

effects cinema produces. In order to extract features related to this
aspect, it is necessary to determine the abrupt transitions between
subsequent shots. We have followed the procedure described in
[49], which uses the sum of absolute differences (SAD) of the gray
intensity, D. The final detection consists in setting a threshold of
0.18 on a discrete version of the second derivative of D:

M(n) = −D ′′(n + 1) = −(D ′(n + 1) − D ′(n)) (1)
Then, with this information we define these features:
• num-cuts: total number of cuts within a video.
• longest-shot: duration in seconds of the longest shot (i.e. a
fragment of video between two consecutive cuts).

• mean-shot-duration: mean duration of the shots of the video,
in seconds.

• std-shot-duration: standard deviation of the duration of the
shots.

• mean-cuts-min: mean density of cuts.

A.6 Frame-level colorfulness
With this visual characteristic, rather than measuring the intensity
or vividness of colors, which is described by previous features, we
aim to measure the degree of variation of colors. A picture is said
to be colorful when it presents richly varied colors, in contrast to
monochromatic or poorly colored images. For this family of features,
we compute the colorfulness of every frame and extend it to the
temporal dimension by averaging and computing the standard
deviation as usual. In order to compute the colorfulness of a frame
we calculate the 64-bin color histogram (after conversion to the
CIE Lab color space [33]) of each frame and compare it with the
histogram of an ideal colorful picture, i.e. uniformly distributed,
through the Earth Mover’s Distance [39].

• mean-colorfulness: mean colorfulness along all the frames of
a video.

• std-colorfulness: standard deviation of the distribution of the
colorfulness along all the frames.

A.7 Video-level colorfulness
It is an adaptation of frame-colorfulness where instead of com-
puting the colorfulness of each frame, a value of colorfulness is
computed for all the of pixels of the video as a whole. That is, we
compute one single color histogram and compare it to the ideal
color histogram as previously explained. Now it is possible to deter-
mine, for instance, the peaks of the histogram, which are indicative
of the most predominant colors. The particular features derived
from this method are the following:

• video-colorfulness: colorfulness computed taking into consid-
eration all the pixels of the video at once.

• first-color : index (from 1 to 64) of the color with the highest
frequency in the histogram.

• first-color-freq: relative frequency in the histogram of the
first color.

• second-color : index of the color with the second highest fre-
quency in the histogram.

• second-color-freq: relative frequency in the histogram of the
second color.
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A.8 Color profiles
These features aim at characterizing the similarity of the overall
colors present in the video to eight predefined colors, which give
in turn the name to the descriptors: red, green, dark blue, light
blue, cyan, violet, brown and grey. The method for obtaining the
value of the features is very similar to the one applied for getting
video-colorfulness: we compute the color histogram of all the pixels
within the video and compare it to the color histograms of the
corresponding predefined colors.

A.9 Rule of Thirds (ROT)
The rule of thirds (ROT) is a very important rule of thumb in visual
arts which states that the most important subjects in the image
should be placed at the horizontal and vertical imaginary lines that
divide the image in thirds. Thirds are used because they approxi-
mate the golden ratio, widely present in nature and used already
by ancient Greeks in architecture, sculpture and other arts because
it gives harmony to the compositions. Here we use descriptors that

measure the degree of utilization of the rule of thirds for placing
important horizontal lines. This measure consists in comparing, by
a sum of absolute differences, the 64-bins color histograms corre-
sponding to the two sub-images that the horizontal line generates.
We extract the following features:

• mean-hrot-lt: mean value of the previously described feature
along all the frames of a video, applied to the comparison
between the sub-images below and above the lower third
line.

• std-hrot-lt: standard deviation of the distribution of the de-
gree of utilization of ROT along all the frames of a video
applied to the comparison between the sub-images below
and above the lower third line.

• mean-hrot-ut: same as mean-hrot-lt but referred to the upper
third line.

• std-hrot-ut: same as std-hrot-lt but referred to the upper third
line.
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