ABSTRACT

This demo concerns a recently developed prototype of an emotionally-sensitive autonomous HiFi Spoken Conversational Agent, called NEMOHIFI. The baseline agent was developed by the Speech Technology Group (GTH) and has recently been integrated with an emotional engine called NEMO (Need-inspired Emotional Model) to enable it to adapt to users’ emotion and respond to the users using appropriate expressive speech. NEMOHIFI controls and manages the HiFi audio system, and for end users, its functions equate a remote control, except that instead of clicking, the user interacts with the agent using voice. A pairwise comparison between the baseline (non-adaptive) and NEMOHIFI is also presented.
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1. INTRODUCTION

This paper presents a summary of the the NEMOHIFI. A Spoken Conversational Agent (SCA) that manages the HiFi audio system. For end users, its functions equate a remote control (select a CD, track or radio channel, record music, change channels etc.), except that instead of clicking, the user interacts with the agent using voice. The baseline (non-adaptive version) HiFi system is a proprietary system developed by GTH [1].

1.1 The Emotional Engine, NEMO

Most spoken dialog systems have an architecture that is similar to the HiFi SCA, as shown on the left side of Figure 1. The user utters a sentence and the Speech Recognizer captures the sounds from the user’s speech, matches the recognized words against a given set of vocabulary. Then the matched words are passed to the Language Understanding module to extract the concepts (semantic information) of the sentence. A series of concepts are then passed to the Dialog Manager to activate dialog goals. The Dialog Manager decides both the actions to be taken and the feedback to the user for the current dialog turn, and passes the semantic information to the Natural Response Generator module to generate a suitable textual response to the user. The text-to-speech (TTS) module then synthesizes the message and speaks to the user. The original non-adaptive HiFi SCA version used a neutral-voiced commercial TTS. A detailed architecture of the baseline system is given in [1] and the evaluation results reported in [2].

Figure 1: The architecture of HiFi-NEMO
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In converting the HiFi SCA into an affect-adaptive system, its existing components were not modified, except for the Natural Response Generation textual content (NRG). Instead the HiFi SCA communicates externally with NEMO. The interaction between the system’s modules and NEMO is shown in Figure 1. The information flow is similar as described previously, but this time, the Dialog Manager additionally passes certain dialog features that are significant predictors of the user emotional state to the Affect Predictor. The Affect Predictor classifies the emotion state of the user following a Simple Logistics trained model. The classification result is then passed on to the need module to update the agent’s Success need. Consider a user having a few bad dialog turns – perhaps the HiFi SCA failed to completely understand the user request and repeatedly asks the user to provide new information and extends the otherwise short dialog. In this case, the Dialog Manager sends certain relevant features (request turns, contextual information etc.) to the Affect Predictor. Based on these features, the Affect Predictor predicts that the user is frustrated. This information is then updated to the need module, which modifies the agent need, particularly its Success need. The agent now perceives the user as being frustrated and therefore its Success need is low. The dynamicity of the need level also depends on the situations of the previous turns; consecutive or continuous prediction that the user is frustrated causes the agent’s Success need satisfaction to decrease rapidly, and so when a good event (turn) appears right after, (and the user is now predicted to be in a positive emotion), the agent will not immediately change its state to a joyful one, but rather surprised or neutral, depending on the situation. Conversely, if the agent is in a joyful state for sometime, and continues with turns that are perceived as good (user predicted to be satisfied in consecutive turns), the drive to gratify its Success need will not be as significant as in the other case, and so its joyful state reaches its maximum and starts decaying into a a neutral state, though it continues to perceive the ongoing events as positive ones.

Next, the agent’s Success need information updates the rest of the modules in NEMO and to generate an emotion that is coherent with the agent’s assessment of its current Success need. Finally the chosen emotion matches against the natural response generation for a suitable response content and is synthesized into a speech response of a specific intensity of the chosen emotion by an Emotional TTS, known as the GTH-EMO TTS, built by [3]. GTH-EMO TTS is used in replacement of the original neutral one. Relevant emotions for this demo would be colourings of anger, sadness and neutral.

1.2 Automatic Affect Prediction

The user state is modelled using an existing dataset, that was later re-labelled by 17 independent annotators. A set of conversational features are used as the predictors and user satisfaction rating as the target. Machine learning experiments were conducted on two datasets, users and annotators, which were then compared in order to assess the reliability of these datasets. Our results indicated that standard classifiers were significantly more successful in discriminating emotions (especially contentment and frustration) and their intensities (reflected by user satisfaction ratings) from annotator data than from user data. The speech recognition accuracy is 75% on average. See [5] for details.

1.3 User study

A user study was conducted with 24 subjects, in which both versions of the agent (non-adaptive and emotionally-adaptive) was compared. Subjects are Spanish native speakers that were mostly University students (between 18-35 years). Evaluation results showed that NEMOHIFI was significantly preferred over the baseline agent - 25.0% preferred the baseline agent and 75.0% opted for NEMOHIFI, \( \chi^2(1)=36.0, \ p = .000 \) [6]. The results provide substantial evidences with respect to the benefits of adding emotion in a spoken conversational agent, especially in mitigating users’ frustrations and ultimately improving their satisfactions. Pairwise t-test results for subjective qualities between both versions are shown in Table 1, where * denotes substantially statistically significant results. For more details, see [6]

<table>
<thead>
<tr>
<th>Table 1: t-test results comparing the mean subjective ratings between baseline and NEMOHIFI agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
</tr>
<tr>
<td>Performance</td>
</tr>
<tr>
<td>Response</td>
</tr>
<tr>
<td>Voice</td>
</tr>
<tr>
<td>Attitude</td>
</tr>
<tr>
<td>Naturalness</td>
</tr>
<tr>
<td>QE</td>
</tr>
</tbody>
</table>

Figure 2: Screenshot from the demo.
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The demo of the interaction between a user and NEMOHIFI (Figure 2) could be viewed here: [http://www.syaheerah.com/?page_id=789](http://www.syaheerah.com/?page_id=789)